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Abstract
Progress in plasmonics has been greatly assisted by developments in experimental techniques
and in numerical modelling. In this paper I look at some of the difficulties that emerge when
comparisons are made between experiment and theory. Using four examples I illustrate what
some of these difficulties are, from the perspective of both experiment and of modelling.
Although there are many aspects to consider, two seem to be of particular concern at the time of
writing; identifying the most appropriate relative permittivity (dielectric function) to describe
the optical response of the metals used, and how best to make space discrete when using
numerical models that rely on this approach.
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(Some figures in this article are in colour only in the electronic version)

The invitation to give a presentation at the first international
workshop on theoretical and computational nanophotonics
(TACONA 2008) in Bad Honnef gave me the opportunity to
reflect on a number of difficulties concerning the relationship
between experiment and theory in the area of plasmonics. My
views on this are coloured by the fact that I am primarily
an experimentalist and have only very limited experience
of the computational/numerical approaches that have been
developed. What follows is not therefore a definitive
comparison of the state-of-the-art in terms of experiment and
theory. Nonetheless, I hope that it may still provide a useful
starting point for those not familiar with the complex array of
problems that arise when we look more closely at comparing
experiment with the results of modelling in the quest for better
understanding.

In plasmonics we seek to harness the resonant interaction
between light and the conduction electrons in the surfaces of
metallic structures to control light on sub-wavelength length
scales [1, 2], and to manipulate light–matter interactions [3–6].
The topicality of plasmonics (see figure 1) derives in part
from important developments in experimental and numerical
techniques. Nanofabrication tools such as electron-beam
lithography allow us ever better control over the kinds of
structures we can make. Improved computational approaches
such as finite-difference time-domain simulations allow us
to map the electromagnetic field in ways that give us the

impression that we can peer directly into optics at the
nanoscale. The new knowledge that flows from the interplay of
experiment and theory is leading to many interesting potential
applications (figure 1). Despite the very significant progress
that has been made in recent years there is still room for
improvement in trying to match the results of experiments
with those of theory, especially as we strive to improve our
understanding. It is also important that our knowledge base
is solid as the field moves into less familiar areas such as
nonlinear plasmonics [2, 7] and the combination of plasmonics
and gain [8, 9].

Just before the TACONA 2008 meeting a wonderful
example of combining experiment and theory from a
completely different realm of physics appeared. Dürr et al
[10] produced predictions for the masses of light hadrons from
numerical simulations based on quantum chromodynamics
(QCD). The agreement between experiment and theory,
reproduced in figure 2, is spectacular, especially when one
realizes that this calculation has taken the community 30 or
so years to produce. Commenting on this work, Wilczek noted
that the agreement between experiment and theory, which is
within error (of both), goes beyond ‘simply’ validating the
numerical approach and with it the ability of QCD to describe
the world, it also means that with ‘numerical techniques that
reliably reproduce what is known, we can address the unknown
confidently’ [11]. It is perhaps this goal—using numerical
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Figure 1. Plasmonics concerns the confinement and control of light
in the sub-wavelength regime. This diagram indicates some of the
areas of application that are either already being pursued or are being
considered.

Figure 2. This figure, reproduced from [11], shows the comparison
between measurements for the masses of light hadrons and
predictions for those masses based on numerical calculations using
quantum chromodynamics. Reproduced with permission.

models to explore new exciting areas of physics—that spurs
us to develop them. However, we should not forget the
vital role played by analytical models in developing a deeper
physical understanding [12]. In nanophotonics, and especially
in plasmonics, our confidence is not in doubt with regard
to the Maxwell equations, but the material parameters and
the boundary conditions that we impose are the subject of
much debate, and it is these that form the cornerstone of the
discussion below.

This paper is based around four exemplar structures. I
begin by comparing the spectrum of light scattered by a
gold nanodisc obtained from experiment with simulations
based on finite-element modelling. The second example
concerns a comparison of various numerical approaches with
an exact analytical result for the scattering of light by a gold
nanosphere. A number of other topics are then discussed
with reference to the plasmon modes supported by a planar
metal film. The last example is far from the nanoscale, it
concerns a set of copper grids with interesting properties in
the microwave part of the spectrum. Despite the significant
change in spectral region, this last example highlights further
difficulties in modelling the electromagnetic response of
structured metals.

Figure 3. Scattering of light by a gold nanodisc. The upper panel
(a) shows the scattering spectrum from a gold disc 120 nm in
diameter and 30 nm thick. The line corresponds to data acquired
using dark-field scattering spectroscopy. Illumination was
unpolarized, azimuthally symmetric and covered a range of polar
angles from 30◦ to 50◦. The range of (polar) collection angles was
estimated as just under ±30◦. The particle was made by
electron-beam lithography on a glass substrate, and was covered with
an index-matching oil (n = 1.52) so as to ensure the particle was
embedded in a homogeneous environment. The circles correspond to
data generated from a finite-element model (HFSS™, Ansoft). In the
model the mesh involved ∼50 000 tetrahedra in the metal
nanoparticle. The inset shows a scanning electron micrograph (SEM)
of the gold nanoparticle. It has been coated with a thin layer of
chrome (for the purposes of acquiring the SEM). From the
micrograph we can determine the major and minor axes of the
particle to be 122 and 118 nm. The lower panel (b) is a schematic of
the mesh generated by the modelling package to produce the data
shown in (a). In this model the incident angle of the light was 35◦
and the scattered light was integrated over collection angles of ±30◦.
The experimental and numerical scattering intensities have been
scaled so as to match in terms of peak height.

First example: a gold nanodisc

Let us begin our discussion by considering the Drosophila of
plasmonics, a single metal nanoparticle. Figure 3 shows data
relating to the scattering of light by a gold disc 120 nm in
diameter and 30 nm thick. In figure 3(a) the experimentally
derived scattering spectrum of light between the wavelengths
of 400 and 1000 nm is shown (solid line), together with
the results from calculating the scattering spectrum using
a commercial finite-element numerical package (HFSS™,
Ansoft.v10). Both experiment and the numerical model show
a strong peak in the scattered intensity at a wavelength of
∼780 nm. This peak corresponds to the excitation of the
lowest-order (dipolar) localized surface plasmon resonance
(LSPR) of the gold nanoparticle [13].
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The position and width of the peak in the scattering
spectrum are similar for both experiment and theory in
figure 3(a) and one might be tempted to say that the agreement
is good, but I think that would be a mistake for a number
of reasons. Closer inspection shows that the widths are in
fact different: why? Why do the shapes of the two spectra
not match better? Why does the model show an increase in
scattering intensity for wavelengths below ∼500 nm when the
experimental data are getting weaker, not stronger? These
questions naturally follow from an examination of the data
shown in figure 3(a), but what if we also concern ourselves
with how those data were derived.

First let us look at experiment. What about the geometry
of the particle; is it really a disc? A SEM is shown in
the inset to figure 3(a). Now we see that the particle does
not have perfect circular symmetry. Further measurements
show that its major and minor axes are 122 nm and 118 nm,
respectively; is this slight asymmetry significant? And what
about the grains we see in this figure? We need to be very
careful here, although we know that evaporated gold films
are granular in structure [14, 15], the granularity we see here
is more to do with the thin (5 nm) chrome layer evaporated
over the whole sample to avoid the build-up of surface charge
whilst the SEM is acquired—a common procedure. If for the
moment we ignore this inhomogeneous (granular) nature of
the disc, what can we say about the quality of the structure
in terms of its optical properties? Specifically, what is the
relative permittivity (dielectric function) of the gold? Was
there any surface contamination, and if so does it matter?
Are the illumination and collection conditions the same for
experiment and simulation? One aspect we did take care of in
collecting these data was to ensure a homogeneous surrounding
environment; many models struggle to deal effectively with
a particle on a substrate when the superstrate medium is of a
different refractive index. We will come back to discuss some
of these matters soon, but first what of theory?

Second example: a gold nanosphere

Finite-element models such as that used for figure 3 are
based on assuming that space can be broken up into a
number of discrete points. The mesh of points used for the
calculation shown in figure 3(a) is shown in 3(b). How good a
representation of the optical field associated with the particle
resonance does this mesh allow? What about the relative
permittivity used in the model (in this case the data were
interpolated from the literature [16]), and how well does that
permittivity represent the optical response of the particle? This
question has been discussed recently by Drachev et al [17].

Being an experimentalist I naturally ask whether different
models agree; if they do not I will want to ask theorists
why not, what are the different limitations and approximations
etc. However, turning this around might I think be rather
informative; it would be fascinating to try and make gold
discs of the same dimensions by a range of techniques in
different labs and see how well they compare with each other—
something of a challenge. For the moment, however, let us
return to a comparison of a number of different models. I

have chosen a spherical nanoparticle because the scattering of
light by such an object has an analytic solution that we can use
as a reference set of data against which to compare numerical
models. In figure 4(a) are plotted the results from five different
approaches. The scattering efficiency [18] of an 80 nm
diameter gold sphere has been calculated with each approach.
The black (solid) line is the result of using analytic expressions
from Mie theory [18] which act as the reference data set. The
numerical approaches considered include: T -matrix [19–21],
discrete dipole approximation (DDA) [22, 23], finite-difference
time-domain (FDTD) [24, 25] and finite-element modelling
(FEM) [26]. There are still other approaches, for example the
boundary element method (BEM) [27].

From figure 4(a) it seems that there is reasonably good
agreement between the different techniques, except the FDTD
approach which looks to be doing less well. However, this
is both misleading and highlights an important difference
between FDTD and the other techniques mentioned. In the
FDTD approach the relative permittivity needs to be used in
the code over a wide range of frequencies, much wider than
the range shown in figure 4(a). To do this a Drude-type model
was used for the permittivity in the FDTD calculation shown in
figure 4(a), whereas interpolated literature data [16] were used
for the other techniques so the comparison is not really fair.
In figure 4(b) the same Drude-type model for the permittivity
was used both for the Mie calculation and for the FDTD-
derived data. In figure 4(b) are shown a number of FDTD
data sets for different mesh sizes. The agreement between the
Mie calculated data and the FDTD-derived data gets better as
the mesh size is reduced, but it looks as though a very fine
mesh size (<2 nm) may be needed to obtain good agreement
(see inset). Whilst discussing the importance of meshing, it
might also be worth noting that even in trying to model a
simple disc structure, field profiles derived by finite-element
modelling can show asymmetries. This is because although the
sample geometry may be specified as symmetric the mesh that
is derived within the numerical package need not necessarily
be symmetric; again one has to take care. This problem seems
to be associated with the tetrahedral meshing of finite-element
approaches: FDTD techniques typically employ a cubic mesh
that may be better suited to avoiding this problem.

Third example: planar metal films

Let us step back for a moment and consider an example
that should offer fewer problems in matching simulation
to experiment. Figure 5(a) shows data obtained using the
Kretschmann–Raether technique to excite the surface plasmon-
polariton mode on a planar metal film [28]. A prism is
used to achieve the required momentum matching of incident
light to the surface plasmon-polariton (SPP) mode. For an
appropriate metal film thickness, and for p-polarized incident
light, coupling to the SPP mode is revealed by a dip in the
reflectivity [29] (figure 5(a)). One can fit modelled data based
on Fresnel’s equations to the experimental data to determine
the material parameters [30]: the solid line in the figure 5(a)
shows such a fit. The parameters of the metal film derived in
this way (wavelength = 633 nm) are ε = −10.73(±0.02) +
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Figure 4. Theory/modelling derived scattering efficiencies (defined in [18]) for a gold sphere of 80 nm diameter in a vacuum. The upper panel
(a) shows the results from Mie theory, from a T -matrix model (http://www.giss.nasa.gov/∼crmim/t matrix.html), from a finite-difference
time-domain (FDTD) model (numerical solutions FDTD), from a finite-element modelling (FEM) package (HFSS™, Ansoft), and from a
discrete dipole approximation (DDA) model (http://www.astro.princeton.edu/∼draine/DDSCAT.html). For all of these models except FDTD
the relative permittivity values were interpolated from Johnson and Christie [16], for the FDTD model the permittivity was approximated
using a Drude model: parameters are given below. The parameters used in the different models meant that to compute the data shown in (a)
took the following times (2 GHz processor, 4 Gb RAM): Mie (1 s), T -matrix (100 s), DDA (1000 s), FDTD (10 000 s) and FEM (10 000 s).
The meshing details were as follows: FEM element length 3 nm, meshed at a wavelength of 525 nm; FDTD element length 3 nm, meshed at a
wavelength of 525 nm; DDA inter-dipole spacing 3 nm. In the lower panel are shown data from just the Mie calculation and FDTD for a
sphere of 100 nm diameter. Here, in contrast to (a), for both Mie and FDTD, the permittivity was approximated by ε = 1 − ω2

p/ω
2 − i�ω

with ωp = 1.3 × 1016 rad s−1, and � = 5.0 × 1013 s−1. Data from FDTD calculations are shown a number of different element lengths in a
cubic mesh. The inset shows how the difference at 600 nm between Mie and FDTD data depends on this element length. (In the Mie and
T -matrix calculations the full response, i.e. for all angles, is obtained from the one calculation, for the numerical approaches this is not the
case and each angle has to be computed separately; this point should be borne in mind when comparing the calculation times.)

1.279i(±0.005), d (thickness) = 47.2 nm±0.1 nm. How does
the permittivity derived in this way compare with the literature?
We find that for gold at a wavelength of 633 nm Johnson and
Christie [16] give ε = −12.3+ ∼ 1.2i, Lynch and Huttner [31]
give ε = −10.4 + 1.4i, whilst Innes and Sambles [32] have
ε = −11.8 + 1.36i. The message here is that the relative
permittivity of a metallic object/film depends on the way it was
fabricated, possibly its size, the substrate it is formed on, etc.

In other words the relative permittivity is not something that is
‘constant’.

If rather than looking at the quality of the match between
experiment and theory in figure 5(a) directly we instead look at
the residuals (figure 5(b)) we see that there are some systematic
differences. Could these perhaps be due to surface roughness?
An AFM scan of the film used in this experiment, shown in
figure 5(c), reveals roughness on the level of a few nanometres:
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Table 1. Adapted from [35]. The permittivity derived from fitting models to experimental reflectivity data of a number of thin silver films are
shown. By using a combination of prism and grating coupling data were obtained that included responses due to surface plasmon-polaritons
on both the silver–air interface and the silver–glass interface. In the model the silver layer for each film was divided into 5 sub-layers. The
data presented here are the results obtained for the permittivity for the top (adjacent to air) and bottom (adjacent to glass) sub-layers. Not the
significant difference between the permittivity derived for the two sides of the film, indicating that even a ‘simple’ metal film cannot be
completely described by a single vale of the relative permittivity.

Glass/silver interface Silver/air interface Uncertainties
Silver film
thickness (nm) εr εi εr εi �εr,i Thickness (nm)

31.1 −20.41 0.92 −14.74 0.69 ±0.1 ±1
50.1 −21.06 0.94 −13.85 0.90 ±0.1 ±2
58.6 −20.99 0.79 −15.56 0.58 ±0.1 ±2
76.2 −21.36 0.78 −14.50 0.43 ±0.1 ±4
86.2 −21.01 0.82 −17.02 0.49 ±0.1 ±5

125.3 −20.86 0.79 −17.92 0.49 ±0.1 ±5

Figure 5. Prism coupling to surface plasmon-polaritons (SPP). Panel
(a) shows experimentally derived data for the reflectivity from a
prism coated with a thin gold film. Also shown is a continuous line,
this is the result of a model used to fit theoretically derived
reflectivity data (based on Fresnel’s equations) to the experimentally
acquired data. The parameters for the gold film derived from this
fitting procedure were ε = −10.73(±0.02) + 1.279i(±0.005),
d (thickness) = 47.2 nm ± 0.1 nm. The next panel (b) shows the
residuals (difference between experiment and model). The last
panel (c) shows the results from an atomic force microscopy (AFM)
scan of the gold film.

our model did not include this. There is more. If we consider
the metal film used in the experiment shown in figure 5 we
note that there are two metal film surfaces, so there should
be two surface plasmon-polariton modes, one associated with
each surface [33]. We do not normally couple to the mode
associated with the metal–prism interface; light incident from
the prism side does not have enough momentum to couple to

this mode [34]. However, using a combination of prism and
grating coupling Nash and Sambles were able to couple to
both modes [35]: their results are very interesting. In trying to
fit theory to the experimentally derived reflectivity data these
authors had to assume that the relative permittivity of the silver
varied across the thickness of the film. They found a marked
difference in the permittivity on the two sides of the metal
film, the difference increasing with film thickness as shown
in table 1. This difference was tentatively attributed to the free
(air) surface of the metal being more porous.

What are we to make of all of this? To describe the
optical response at a given frequency by just one (complex)
number, the relative permittivity, is often a poorly justified
approximation. There is no ‘correct’ value of the permittivity.
The question, ‘what permittivity should I use in my model?’
might be better stated as ‘what is the most appropriate
permittivity to use in this particular situation?’. Even that
might be misleading though: for example, the width of a
plasmon mode might be broader than one had expected,
implying that the damping is greater than expected. To deal
with this one might simply increase the imaginary part of the
permittivity of the metal, but perhaps the origin of the increased
damping is roughness, or non-local effects. It is all too easy for
the permittivity to be used as a dumping ground for all sorts of
other factors that are not fully considered or properly accounted
for. Note that Drachev et al [17] found that surface roughness
does not result in a change in the relative permittivity.

Surface roughness is more than just a problem for the
modellers, it can have important consequences for applications.
There are many groups pursuing the use of plasmon modes as
a wave-guiding technology [36–38]. Berini and co-workers
in particular have conducted many detailed investigations to
explore the use of long-range surface plasmons guided by
metal stripes. For such guides, reducing the thickness of the
metal film should be advantageous as it reduces the amount of
metal in which dissipation may take place. However, as the
metal film thickness is reduced performance does not increase
as expected—roughness and grain boundaries start to cause
problems in ways that are not fully understood [39].

Roughness can play another important role, this time
advantageous rather than detrimental. Surface roughness can
lead to electromagnetic hot spots, small regions of space where
the electromagnetic field is much higher than in the immediate
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surroundings. There are two mechanisms behind this kind of
enhancement. The first concerns a sharp metallic protrusion on
a metallic nanostructure and is a combination of a lightning-
rod effect associated with the sharp protrusion [40, 41]
coupled with a plasmon resonance associated with the metallic
nanostructure [42]. The plasmon resonance gives the hot
spot a resonant character. The second situation involves a
short gap between two metallic objects [43, 44]. Again, if
there is a plasmon resonance associated with the metallic
nanostructure then this will make the enhancement in the gap
resonant [45–47]. Li and Schatz [48] found that including
roughness in their DDA-based model for the surface enhanced
Raman scattering (SERS) signal from gold dimers led to a
better agreement with data from experiment. Roughness is a
difficult aspect to deal with in models. First, the length scale
associated with roughness is often comparable to the mesh
size used in numerical techniques, making the inclusion of
roughness in these approaches challenging. Second, whilst
some kind of roughness can be assumed, as was done by Li and
Schatz [48], the detailed morphology in any given situation is
often very hard to determine experimentally, and yet hot spots
associated with roughness can dominate the behaviour of the
system [49].

Whilst roughness is widely recognized as a possible
reason for the lack of agreement between experiment and
theory, surface contamination is less well recognized, indeed it
is often ignored. Most experimental studies are not undertaken
in ultrahigh vacuum, or with atomic level cleanliness a priority.
As a result surface contamination has to be considered an
ever present problem. Frequently we simply ignore it, hoping
that it will somehow be incorporated, along with roughness
etc, into a modified relative permittivity. A good example
that highlights just how important the role of contamination
can be comes from looking at the localized surface plasmon
resonances associated with copper nanoparticles. Copper is
sometimes not considered to be a particularly good metal in
terms of supporting plasmon modes at optical wavelengths.
However, as Van Duyne and co-workers showed [50], this
apparently poor performance is due to the presence of copper
oxide on the surface. Using acid to remove this oxide, the
strength of the plasmon resonance was found to increase and
the width decrease, to the point where the resonance was
comparable with that obtained with gold.

This sensitivity of surface plasmon modes to surface
contamination is the basis of what is so far the only significant
commercial application of surface plasmons, biosensing [51]
(figure 1). In biosensing the contaminant is what is interesting,
surface chemistry being used to functionalize the metallic
structure in an attempt to ensure that only the molecules of
interest bind to the structure and are thus detected. When
such a binding event takes place the LSPR associated with the
metallic nanoparticle shifts and may change in strength [52].
By monitoring these changes the presence of just a few
hundred molecules has been observed [53, 54]. It is interesting
to note that the sensitivity of the surface plasmon technique
is now at such a level that we have to be concerned about very
subtle temperature and pressure changes [55]. Furthermore, we
are prompted into questioning how best to model the refractive

index of a bound layer of molecules, especially if there are just
a few, i.e. a low density of coverage [56].

The last topic I wanted to consider under the theme of
‘let’s hide it in the relative permittivity’ is the breakdown
of the bulk description. So far we have implicitly assumed
that the relative permittivity is at least in principle a good
parameter in describing the optical response of a metallic
nanostructure. However, it is a bulk property; specifically
it does not recognize the atomic nature of the metal. At
some point, especially as we become more concerned with
very small volumes, this assumption must break down. I
have already discussed roughness, but there are also other
phenomena such as surface scattering to consider [57]. The
effect of the surface is often treated simply as a modification
to the damping rate of the conduction electrons contributing to
the permittivity [18]. Garciá de Abajo has recently shown that
a significantly better match with experiment can be obtained
by incorporating non-local effects (where the response of the
material at any given location depends on more than just the
electric and magnetic fields at that same location) [58]. Density
functional theory (DFT) has been used to tackle the optical
response of very small (<10 nm) gold particles with good
effect [59]. More recently, Schatz and co-workers used DFT to
calculate the Raman intensities for pyridine attached to a Ag20

cluster [60].

Fourth example: copper grids

I want to use this final example to discuss the mesh of
points used to model the field in many of the numerical
techniques available to simulate the electromagnetic response
of structured metals. In the optical regime experience shows
that for good agreement between numerical modelling and
analytical techniques one needs to work with a mesh size (in
regions of strongly varying fields) down towards 1 nm (see
figure 4). The key problem here is the big mismatch between
the important length scales in the problem, the mesh size is
a factor of 102–103 smaller than the wavelength of light. As
with the other problems we have looked at, there are associated
experimental problems with trying to characterize morphology
on the same length scale, although some recent work has set
out to address this problem (see for example [61]). Here I
would like to illuminate some aspects of the meshing problem
by moving to the microwave regime, a regime where one can be
surer about the exact dimensions of the structure under study.

This final example consists of a metallo-dielectric stack
in which the metal sheets are not continuous but rather take
the form of grids [62] (see the upper panel of figure 6).
Metallic grid (net) structures are of considerable interest at
present because they are one of the major design types in
photonic metamaterials [63]. The lower panel of figure 6
shows the transmittance of a set of metallic grids; the details
of the structure are shown schematically in the upper panel.
The period of the grid is 5 mm, so that the frequencies of
interest are ∼10 GHz. The data in the lower panel show two
groups of modes. The four modes centred around 10 GHz
are the first-order Fabry–Perot modes of this structure, those
centred around 20 GHz are the second-order modes. The
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Figure 6. Transmittance of a metallic grid structure. The structure,
shown in the two schematics in the upper part of the figure,
comprised five grids made from copper separated by dielectric
spacers. The dimensions, indicated in the upper panel, were: grid
period (λg) 5 mm, wire width (wm) 0.2 mm, wire thickness (tm)
18 μm, thickness of dielectric spacer layer (td) 6.35 mm. The
experimentally derived transmittance data are shown in the lower
panel, the electric field was aligned along one of the grid axes. The
frequency range spanned (5–30 GHz) corresponding to wavelengths
between 1 and 6 cm. Also shown in this panel is the initial result
from a finite-element model (HFSS™, Ansoft). For this simulation
run no mesh was specified, rather the structure was given as input to
the modelling package and the internal meshing algorithm used. The
unit cell for the calculation involved one square of the grid in the x–y
plane and extended through the entire depth of the structure. For this
first calculation there were 5129 tetrahedra in the mesh used in this
cell.

first attempt at modelling these data using a finite-element
package (HFSS™, Ansoft.v10) produced the results shown in
the lower panel of figure 6; the mismatch between experiment
and theory is clear. The metal was assumed to be a perfect
conductor. Here the geometry of the structure was specified
in the model, the internal routines of the modelling package
being used to determine the mesh. The unit cell for the
calculation involved one square of the grid in the x–y plane
and extended through the entire depth of the structure in the
z-direction. For this first calculation the mesh comprised 5129
tetrahedra in this cell. At first sight it looks as though there
is simply a 10% mismatch between experiment and theory in
the frequencies of the modes. This could easily be accounted
for if the thickness and/or permittivity of the spacer layer is
wrong. At 6.35 mm the spacer thickness is easy to determine

Figure 7. Further modelling of the transmittance of the structure
shown in figure 6. In the top panel are the results from the initial
model (red circles) and from a revised model (blue triangles). The
difference between the two is simply a revised permittivity for the
spacer layer, an independently derived value of 3.00 + 0.004i, rather
than the assumed parameter of 2.55 + 0.0i initially used. The lower
panel shows the result of a model with a higher density of meshing
points. For the simulations in the upper panel no meshing was
specified, the calculation proceeded as for the lower panel of figure 6.
For the lower panel the unit cell was kept the same as before but now
extra calculation points were forced in the layers occupied by metal
grids. For the ‘improved mesh’ in the lower panel each metallic grid
layer was broken up into ∼1000 tetrahedra, for the ‘best mesh yet’
∼100 000 tetrahedra.

to better than 1%, and checks confirmed that the error did
not lie here; what then of the relative permittivity? Separate
experiments were conducted to determine this parameter, the
result of which was to revise the permittivity from ε = 2.55 +
0.0i to 3.00 + 0.004i. The results of the revised simulation,
for the first-order modes only, are shown in figure 7 (upper
panel); there is some improvement, but not as much as we
had hoped. Closer examination of the mismatch shows that
the higher frequency modes are better matched than the lower
frequency modes.

To try and understand the reasons for this frequency-
dependent mismatch between experiment and the model it is
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instructive to examine the field distributions associated with
the different modes for such a structure. We can appeal here
to an analytic model for planar metallo-dielectric multilayer
structures in the optical regime that has recently been studied
by Gadsdon et al [64]. The modes of such a structure are
very similar to those of the grid structure examined here. The
field associated with the highest frequency mode has a sinh
distribution in the metallic layers, and there is little field in
the metal. On the other hand, the field distribution for the
lowest frequency mode follows a cosh distribution in the metal
and there is considerable field in the metal. Meshing is thus
more important for the lower frequency modes, explaining why
the mismatch is poorer for the lower frequency features. The
problem is a challenging one, however, since the skin depth for
copper at these frequencies is ∼1 μm, a factor of 104 smaller
than the wavelength. Using tighter meshes, ones specified
partly by the user and partly within the package, we obtained
the revised simulations shown in the lower panel of figure 7—
better, but still not right. We are still working to improve the
match between experiment and theory here; the results so far
indicate that, again, care is needed.

Having examined a number of examples as a means of
discussing some of the problems in comparing experimental
data with those derived from modelling let me try and
summarize. First this is not a static subject. All of the
models used here are probably already out of date and new
developments continue to emerge [65]. I have laboured the
point that the experimental situation is far from being under full
control, although that too continues to improve. In comparing
experiment with theory we need to recognize from the outset
that the systems being considered (experiment and theory) are
unlikely to be the same, the key question is in what regard
do they need to be the same if we are to achieve a good
quantitative understanding of the phenomena involved? There
is no escaping that this also demands us to be clear about
what constitutes sufficient agreement, an important topic that
we have not discussed and one that goes beyond simple (?)
validation of modelling techniques.

Many interesting points emerged in discussion at
TACONA 2008, three of which I would like to mention here.
First, there seems to be an appetite for some kind of challenge
as a means to drive improvements in simulation. I mentioned
above something simple along these lines by suggesting that
a simple gold disc could be made and measured by different
techniques in different labs and the results compared. Different
numerical techniques could then be harnessed to simulate
the same thing and comparisons made. More interesting
structures/challenges could also be envisaged, and perhaps
some data sets could be made public to facilitate comparison.
Second, there was a plea to us all in our role as authors.
When we publish papers we should include all of the relevant
information needed to reproduce the results, as I have tried
to do here. It is not enough to simply state something
like ‘a full 3D-FDTD simulation was used to produce the
results shown in figure X’. When we referee manuscripts we
should check that all the required information is included
and if it is not we should ask that it be added. The third
point is of a different character and goes to the heart of the

scientific quest. It is a question that can be stated as follows.
Given time and resources we will eventually find efficient
simulation methods running on powerful computers to mimic
real systems, but to what purpose? (I am talking here of
pushing scientific boundaries, not of developing design tools
for applications.) Are there data that cannot at present be
explained and that better models might help us to resolve? Will
it be cheaper and/or faster than carrying out the equivalent
experiment? Finally, echoing Wilczek’s comment about
quantum chromodynamics, what can we learn by simulating
that which we do not yet have access to by experiment?
Perhaps the answers to these questions will provide extra
criteria for classifying the value of simulation methods beyond
just speed of computation and accuracy.
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