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Abstract

Presented in this thesis are the results of computational investigations into radiation de-

fects in silicon, germanium and diamond. The calculations were performed principally

using local density functional theory as implemented by the AIMPRO (Ab Initio Mod-

elling PROgram) code.

The two most fundamental point defects which occur in crystals – the vacancy and

the self-interstitial – are investigated within this thesis. The extraction of an atom from

its crystal lattice site results in a vacancy. This defect has been thoroughly investigated

in both silicon and diamond. In this thesis we consider the germanium vacancy and its

interaction with hydrogen. The addition of an extra atom into a crystal results in an

interstitial. If the additional atom is the same as the host crystal atoms then this is

called a self-interstitial. This defect and its aggregates are less well understood than the

vacancy. We consider self-interstitials defects in the silicon and diamond systems.
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Chapter 1

Introduction

This thesis principally contains the results of calculations of intrinsic defects in semicon-

ductors. The calculations are performed using local density-functional theory (DFT), a

well established ab initio method used for modelling matter at the atomic scale. The

ab initio label means that no input is required from experiment, in contrast to quantum

mechanical, semi-empirical methods which include data such as ionisation energies and

electron affinities. The advances in computing performance and optimisation of the im-

plementations of density-functional theory programs means that systems up to around

1000 atoms can now be considered with this method.

The defects are studied in three materials: diamond, silicon, and germanium. These

three elemental crystals all share the diamond structure, each atom being tetrahedrally

bonded to four neighbours but the lattice constants of the three materials are quite

different (see Table 1.1). The different applications of the materials in industrial and

scientific fields give rise to distinct motivations to study the defects in each material.

Whilst intrinsic defects are always present to some degree, their abundance can be

greatly enhanced during growth. For example, rapidly grown Si crystals tend to have a

C Si Ge

lattice constant at 300K (Å) 3.567 5.431 5.658

density (kg/m3) 3515.3 2329.0 5323.4

bulk modulus (GPa) 442.3 97.9 77.2

bandgap at 0K (eV) 5.48 1.17 0.74

Table 1.1: Properties of elemental semiconductors.
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larger vacancy (V) concentrations than slow-grown ones. Impurity doping or contami-

nation can also alter the V concentration. The binding of the vacancy with group III

impurities inhibits vacancy-interstitial(I) annihilation resulting in a higher concentration

of V in p-type material than in n-type. Processing stages such as ion implantation and

surface treatments such as etching and contact deposition are also known to increase the

abundance of intrinsic defects. Finally, devices employed in radiation environments suf-

fer degradation due to the creation of critical concentrations of V and I. Although the

monovacancy and interstitial are initially the more abundant radiation defects, the dom-

inant centre observed in electron irradiated silicon at room temperature is the divacancy

(V2)[11]. Vacancy aggregates V3,4,5 have all been assigned to EPR centres and recent

theoretical calculations also suggest that V6 undergoes substantial reconstruction to form

a particularly stable defect which is identified with experiment [12].

The importance of understanding radiation defects in silicon is evidently clear. The

motivation to study defects in germanium has recently been strengthened by a surge

of interest in using bandgap engineering through SiGe technology. The ability to prac-

tice bandgap engineering within the silicon material system has long been recognised by

semiconductor device designers as being highly desirable. Such techniques combine the

superior device properties of III-V hetero-junction bipolar transistors (HBT’s) and the

processing maturity of Si technology. In the SiGe HBT, Ge is selectively introduced into

the base region of the transistor. The smaller base bandgap of SiGe compared to Si en-

hances electron injection, producing a higher current gain for the same base doping level

compared to a Si device. Thus, the base can be doped more heavily in the SiGe HBT

in order to lower the total base resistance. At the same time, using the ultra-high vac-

uum/chemical vapour deposition (UHV/CVD) growth technique allows the Ge content

to be controllably graded across the base to introduce a carrier drift-field and thereby

improve the transistor frequency response. In short, in terms of both frequency response

and circuit delay, a much faster device is obtained using SiGe.

Interest in diamond has also increased substantially in recent years largely because

of the development of diamond thin-film technology. The ability to use chemical vapour

deposition methods to grow diamond has important implications for industry. Diamond

thin films can be used as a coating layer for surfaces, increasing their resistance to abrasion

and, because of the large thermal conductivity of diamond, can allow a rapid dissipation

of heat. As diamond is a semiconductor, the strength and high thermal conductivity of

diamond may also assist the performance of electronic devices. The major obstacle to this
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kind of application is the difficulty in producing n-type diamond. One other important

potential application of diamond is as a particle detector device. The high radiation

hardness of diamond gives it an obvious advantage over the currently used silicon detectors

which degrade typically over a few months. Clearly this latter application gives strong

motivation to understand radiation damage centres in diamond.

1.1 Summary of thesis

The first three chapters of this thesis are dedicated to providing the background knowledge

to the theory, implementation of the theory and to the major experimental techniques

important to the calculations.

The theory is first applied to the isolated vacancy in germanium and its complexes with

hydrogen. This work concentrates on calculation of observable properties of these defects

and was carried out with close links with an experimental group. The characteristics of

the vacancy, and the hydrogen complexes are found to be very similar to those observed

and calculated previously in silicon.

In subsequent chapters, self-interstitial defects in silicon are studied. Despite the

obvious fundamental importance of the single self-interstitial in silicon, one peculiarity of

semiconductor defect field is that this defect remains unidentified. The single interstitial is

considered in this thesis, partially in the light of a recent claim regarding the observation

of the defect.

We then begin the study of self-interstitial aggregation. Whilst it is known that self-

interstitials can migrate and complex with each-other to form extended defects observed

by TEM, little is known about the primary stages to the formation process. The ini-

tial stage, the di-self-interstitial defect, is studied and the properties of some alternative

structures are reported. The key aim of the calculations is to provide information which

facilitates the identification of the defect structures with experiment. The calculations of

the di-interstitial defects show that previous conclusions have been erroneous, and new

models are considered.

The tri-interstitial is also considered. Again we report the calculated observable quan-

tities with the aim of identifying one of the models with experiment. It is found that one

model of the tri-interstitial satisfies much of the data on an optical centre labelled the

W-line. This link is explored.

The structural model considered for the tetra-interstitial defect was devised many
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years ago. The defect is shown to have properties which give very strong evidence that

it exists in silicon, and is observed by electron paramagnetic resonance. The evidence is

strong enough for identification.

The final chapter considers self-interstitials in diamond. This area has received sub-

stantial attention from experimentalists and theorists in past years and we concentrate

on the small aggregates and models for the extended self-interstitial related defects.



Chapter 2

Background theory

2.1 Introduction

Two methods currently exist which model the solid state from first principles, using only

the atomic numbers and coordinates as input. Their key difference lies with the property

which is used as the variational parameter in order to minimize the system energy. In

Hartree-Fock (HF) theory, the electronic wavefunctions take on this role whereas density

functional theory (DFT) uses the charge density. The advantages of DFT over HF for

modelling semiconductor defects arise from its lower computational demands and better

scaling and its inclusion of the electron correlation. In HF on the other hand, the wave-

functions are mathematically meaningful as opposed to DFT where the wavefunctions do

not necessarily have physical significance. In practice however, the wavefunctions calcu-

lated in DFT often bear a strong resemblance to experiment. Hence DFT is highly suited

to calculations of defects in semiconductors where system sizes of up to 1000 atoms can

be performed routinely.

This chapter is intended to outline both the theoretical background to density func-

tional theory (Sec. 2.3) and implementation details (Sec. 2.4) specific to AIMPRO (Ab

Initio Modelling Program). AIMPRO is a self-consistent local density functional code ap-

plied to real-space clusters of atoms. The majority of the results discussed in this thesis

have been produced using this method. A new version of AIMPRO has been developed

which shares many of the implementations of the cluster code but uses a supercell ap-

proach. The methods which are unique to the supercell code will be briefly detailed in

Sec. 2.5 along with a general discussion of the supercell approach.

Starting from the consideration of the Schrödinger equation (Sec. 2.2), the major build-

29
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ing blocks of the method are outlined. This includes detailing the Born-Oppenheimer and

local density approximations (Sec. 2.3), and consideration of the Kohn-Sham equations

(Sec. 2.3.4) as well as pseudopotential theory (Sec. 2.3.5).

2.2 Initial steps

The problem is to find the solution to the time-independent many-body Schrödinger

equation for a set of atoms.

ĤΨi = EiΨi (2.1)

where Ψi is the wavefunction of the entire system,

Ψi = Ψi(r1, r2, r3, ..., rn,R1,R2,R3, ...,Rn) = Ψi(r,R) (2.2)

r represents the spatial and spin coordinates of electrons and R represents the spatial

coordinates of the nuclei. Ei is the energy eigenvalue of the ith state and Ĥ is the

Hamiltonian which may be written1,

Ĥ =
1
2


−

∑
i=1

∇2
i −

∑
α=1

m

Mα
∇2

α +
1
2

∑
i,j 6=i

1
|ri − rj | −

∑
i,α

Zα

|ri − Rα|

+
1
2

∑
α,β 6=α

ZαZβ

|Rα − Rβ |


 (2.3)

or, using obvious notation,

Ĥ = T̂e + T̂i + V̂e−e + V̂e−i + V̂i−i (2.4)

For all but the simplest of systems this represents an intractable problem. To obtain

a solution, the Born-Oppenheimer , or adiabatic approximation is included. This step

allows the decoupling of the motions of the electrons and nuclei.

2.2.1 The Born-Oppenheimer approximation

The Born-Oppenheimer approximation utilizes the great difference in the electronic and

nuclear masses. Since nuclear motion is much slower than electron motion, the electronic
1using atomic units i.e. ~ = e = me = 4πε0 = 1 so that 1 a.u.= 0.529 Å
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wavefunction can be calculated assuming fixed positions of the nuclei, and nuclear motion

can be considered under an averaged distribution of electron density.

Ψtot = χ(R)Ψ(r,R) , (2.5)

where Ψ satisfies

(T̂e + V̂e−e + V̂e−i + V̂i−i)Ψ = E(R)Ψ (2.6)

Now χ(R) is a modulating function associated only with the nuclear positions,

R = {R1,R2,R3, ...,RN} and Ψ(r,R) is the solution to the Schrödinger equation. Sub-

stituting Eq. 2.5 into the Schrödinger equation, multiplying through by Ψ∗(r,R), and

integrating over all space, we get

(
−
∑
α

m

2Mα
∇2

α + E(R) +W (R) − ET

)
χ(R) =

∑
α

∫
Ψ∗(r,R)

m

Mα
∇αΨ(r,R)∇αχ(R)dr , (2.7)

The left hand side is the Schrödinger equation for ionic motion in a potential E +W

where E(R) is the effective potential arising from all the electrons and nuclei and W (R)

is an extra term arising from the correlated motion of electrons with the nuclei. W (R) is

defined as,

W (R) =
∑

a

m

2Mα

∫
Ψ∗(r,R)∇2

aΨ(r,R)dr (2.8)

This term is negligbly small and is omitted.

If Ψ is real and corresponds to a non-degenerate ground state then the term on the

right hand side of Eq. 2.7 vanishes. Otherwise it results in only small perturbations, but,

in the case of a degenerate, or near degenerate ground state may become important (eg

Jahn-Teller effect). Neglecting this term results in decoupling of the electron and ion

motions.

Having applied the Born-Oppenheimer approximation, we have,

(
−
∑
α

m

2Mα
∇2

α + E(R)

)
χ(R) = ETχ(R) (2.9)

Expanding the potential energy term E(R) about its minimum gives the ground state

structure, and this is the main objective of the calculations. The key problem remaining
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is the derivation of electronic interaction term in Eq. 2.4. At this stage Hartree-Fock and

density functional theory take different approaches. In Hartree-Fock theory, one-electron

wavefunctions are constructed as the fundamental variable and are used to uniquely de-

termine the total energy. In density functional theory the electronic charge density is the

fundamental variational parameter.

2.3 Density functional theory

In order for the charge density, n(r) to be useful in its role as the variational parameter

it must uniquely determine the ground state wavefunction Ψ(r) where the dependence

upon R is dropped. The electron density is defined by

n(r1) =
∑

µ

∫
δ(r1 − rµ)|Ψ(r)|2dr (2.10)

The proof of the uniqueness of the charge density now follows. Suppose that two

potentials exist which give rise to the same charge density, n. From the variational

principle, if Ψ1 and Ψ2 are the ground state wavefunctions for two potentials V1 and V2

with common charge density n and if ĤiΨi = EiΨi then

E1 = 〈Ψ1|Ĥ|Ψ1〉 < 〈Ψ2|Ĥ |Ψ2〉 (2.11)

E2 + 〈Ψ2|V1 − V2|Ψ2〉 (2.12)

E2 +
∫

(V1 − V2)n(r)dr (2.13)

Equally, we can show the converse

E2 < E1 +
∫

(V2 − V1)n(r)dr (2.14)

adding these two equations together gives

E2 + E1 < E1 + E2 (2.15)

This is a contradiction. Therefore the assumption that both V1 and V2 lead to the

same ground state charge density n(r) is incorrect and so the charge density uniquely

defines Ve−ion and hence Ψ(r). For the degenerate case it has also been shown that the

1:1 correspondence between n and Ψ holds.
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Since Ψ is a unique functional of n we can solve the Schrödinger equation for Ψ in terms

of n. It directly follows that the ground state total energy E is also uniquely determined

by n. The significance of this result from a computational standpoint is considerable.

Hartree Fock theory minimizes the energy of a system of N electrons using the electronic

wavefunctions which depend upon 4N variables, the coordinates (x, y, z, spin) of each

electron. Since the electronic charge density is simply a function of three variables, x, y

and z, the variational procedure is vastly simplified.

2.3.1 The variational principle

The total energy E is a functional of the charge density,

E[n] = T [n] + Ee−ion[n] + EH [n] + Exc[n] + Eion−ion (2.16)

The electron–ion term and Hartree term are readily available as simple functionals of n

Ee−ion[n] = −
∫
n(r)

∑
a

Za

|r− Ra|dr, (2.17)

EH [n] =
1
2

∫
n(r1)n(r2)
|r1 − r2| dr1dr2 (2.18)

The ion–ion term is also easily derived,

Ei−i =
1
2

∫ ∑
a6=b

ZaZb

|Ra − Rb| (2.19)

The challenging terms are then the exchange-correlation energy Exc and the kinetic

energy term, T .

2.3.2 The kinetic energy

The kinetic energy term is treated through the introduction of a set of orthonormal

orbitals as a basis for the charge density,

ns(r) =
N∑

i=1

|ψi(r)|2, (2.20)

where ψi is the wavefunction of the ith occupied state. These Kohn-Sham states are

employed solely as a mathematical tool for expanding the charge density and therefore

will not in general reflect the one-electron states of the system. This step allows the

kinetic energy to be written in terms of the charge density,

T = −1
2

∑
i,s

∫
ψ∗

i ∇2ψidr. (2.21)
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2.3.3 The exchange-correlation energy

The exchange-correlation energy encompasses the complicated many-body interactions

between electrons. Rigorous evaluation of this term is prohibitively computationally de-

manding and can only be applied to systems containing a few atoms. Density-functional

theory approximates the exchange-correlation energy, Exc in terms of the exchange-

correlation energy density, εxc:

Exc[n] =
∫
n(r)εxc(n↑, n↓)dr (2.22)

The local density approximation (LDA) replaces the exchange-correlation potential

at a point r, charge density, n(r) by that for a homogeneous electron gas with the same

charge density, εhg
xc :

εxc(r) = εhg
xc(n(r)) (2.23)

The exchange correlation potential for an ideal gas is written

µxc(r) =
δExc[n]
δn(r)

= εxc(n(r)) + n(r)ε′xc(n(r)) (2.24)

which is correct in two limiting cases where the kinetic energy term dominates: (a)

slowly varying n(r) and (b) high density n(r).

In order to find εxc(n(r)), valid for realistic electronic densities appropriate to the solid-

state a numerical approximation is made to Eq. 2.24. AIMPRO takes the parametrisation

of εxc(n(r)) as calculated exactly using quantum Monte-Carlo methods[13]. For the case

of a spin polarised electron case, it is of the form

εxc(rs) = εx(rs) + εc(rs), (2.25)

where

εx(rs) = −0.4582
rs

, (2.26)

and

εc(rs) = −0.0843 [1 + 1.3981
√

(rs) + 0.2611 rs]−1, rs ≥ 1 (2.27)

εc(rs) = −0.0269 + 0.0155 ln rs − 0.0048rs + 0.0007rs ln rs, rs ≤ 1 (2.28)

where rs is the Wigner-Seitz radius for each electron given by rs = (4πn/3)−1/3.
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2.3.4 The Kohn-Sham equations

Minimizing the total energy E with respect to n and ensuring the conservation of total

spin and number of electrons, we arrive at the Kohn Sham equations:

{
−1

2
∇2 −

∑
a

Zα

|r −Rα| + V H(r) + V xc
s,λ(n↑, n↓) − Eλ

}
ψλ(r) = 0 (2.29)

∫
|ψλ(r)|2dr = 1, (2.30)

where the spin-polarised exchange-correlation potential is given by

V xc
s =

d(nεxc)
dns

. (2.31)

Since the Kohn-Sham orbitals ψλ are simply used as a tool to produce the correct

charge density, they do not necessarily resemble the one-particle states as calculated by

Hartree-Fock theory. Similarly, the Kohn-Sham eigenvalues are just the Langrangian mul-

tipliers used in the energy minimization and so cannot be identified with the true energy

eigenvalues. It has been shown, however that the highest occupied orbital, with fractional

occupancy, possesses an eigenvalue equal to the ionisation energy [14]. Furthermore, in

practice, a high degree of commonality often does exist between the Kohn-Sham orbitals

and those observed experimentally as shown in the next chapter.

2.3.5 Pseudopotential theory

Consideration of all the electrons associated with an atom is computationally demanding

and all-electron potentials are usually replaced by pseudopotentials. This approximation

is appropriate for solid-state systems because the electrons involved in the bonding pro-

cesses between atoms are a subset of the total number of electrons. In pseudopotential

theory, these valence electrons are modelled accurately, whereas the tightly bound core

electrons which do not play a significant role in bonding are transformed away. The use

of pseudopotentials has several associated advantages:

1. As the number of core electrons increases, the wavefunction orthonormality condi-

tion causes the electronic orbitals to become increasingly oscillatory. Use of pseu-

dopotentials allows the exclusion of these rapidly varying core wavefunctions which

are difficult to model.
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2. The exclusion of the core states results in a large lowering in the magnitude of the

total energy. In energetical calculations, where energy differences of less than 0.2 eV

are of significance, this situation is desirable as the consequent errors are lowered.

3. The high kinetic energy of core electrons, particularly in large mass atoms means

that direct modelling of the core states would have to include relativistic effects.

Since the valence electrons retain non-relativistic behaviour this extra demand is

not required.

There are several possible methods for constructing pseudopotentials. For example, in

calculations where the wavefunctions must be fitted to plane-waves, it is desirable to have

pseudopotentials which decay rapidly with wave-vector such as the soft-pseudopotentials

of Vanderbilt [15]. In AIMPRO, where Gaussians are employed as the fitting functions,

this is not important and the pseudopotentials of Bachelet, Hamann and Schlüter [16] are

used. These pseudopotentials have several fundamental properties:

1. The real and pseudo-valence eigenvalues are equal for a chosen prototype atomic

configuration,

2. Beyond a chosen core radius rc the real and pseudo-atomic wavefunction agree

exactly,

3. The integrated charge density is the same for both real and pseudo-charge densities

for r > rc (norm conservation),

4. The first energy derivatives and logarithmic derivatives of the real and pseudo-wave

function agree for r > rc.

2.3.5.1 Generating pseudopotentials

Initially, an all-electron calculation is performed for the atom and the Kohn-Sham equa-

tions are solved with the following requirements: (a) choosing a spherically symmetric

charge density, the KS levels are labelled by angular momentum l (or j = l±1/2 for heav-

ier elements where the Dirac formalism is included) and (b) All orbitals which contribute

in a bonding state must be taken into account. This is important,for example, in carbon

where the atomic configuration (1s22s22p2 ) contains no occupied d-orbital whilst in a

bonded structure like diamond, the bonding states are constructed through a combination

of, in general, s, p and d states. To account for this the l = 2 potential is constructed
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from the ionised configuration 1s22s0.752p13d0.25. The procedure for choosing these con-

figurations minimizes small anomalies in the potential. An all-electron potential, V v(r)

is constructed from the set of KS equations which is singular at r = 0. An initial guess

at a pseudopotential is made which removes the singularity:

Vl(r) = V ν(r)
(

1 − f

(
r

rc,l

))
+ cνl f

(
r

rc,l

)
. (2.32)

where rc,l is the core radius and the function f(x) is chosen so that f(x) tends to 1 as

x → 0 and vanishes quickly with increasing x. The core radius rc,l is judiciously chosen

to remove the rapidly varying core potential whilst ensuring that no bonding component

is lost. Usually, the rc,l is placed midway between outermost node and extremum.

Normalization of the pseudopotential is performed through the creation of a new

wavefunction:

ων
2l = γν

l

{
ων

1l(r) + δν
l r

l+1f(r/rc,l)
}

(2.33)

where ων
1l is the wavefunction corresponding to the potential Vl(r). δµ

l and γµ
l are

normalization constants. Inverting the Schrödinger equation and using the eigenvalues

of the all-electron potential, the potential corresponding to the new wavefunction ων
2l

is found. The final step is to subtract the Hartree and exchange-correlation potential

contributions to the pseudopotential as these will be included during the density functional

calculation. Whilst the Hartree potential can be subtracted exactly, the calculation of the

exchange-correlation potential contribution is approximate. The approximation involves

subtracting the exchange-correlation potential due to the all-electron charge density and

spin-polarisation [17].

For relativistic atoms, where the all-electron calculation takes account of the Dirac

equation, the resulting pseudopotential V ps
l (r) is written

V ps
l (r) =

∑
l

|l〉 {Vl(r) + V so
l (r)L · S} 〈l| (2.34)

and is constructed using the scalar relativistic potential:

Vl(r) =
1

2l + 1
{
lVl−1/2(r) + (l + 1)Vl+1/2(r)

}
(2.35)
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and the spin-orbit potential:

V so
l (r) =

2
2l + 1

{
lVl+1/2(r) − Vl−1/2(r)

}
(2.36)

2.4 AIMPRO methodology

Thus far we have considered the background to DFT and the use of pseudopotentials.

There exists a wide range of methods in popular use which enable the implementation of

the theory. The various methodologies are characterised to a large extent by the following

factors:

• real- (cluster) or k-space (supercell) calculations

• type of basis set functions used

• force calculation method

• form of exchange-correlation potential

In this chapter the methods used in AIMPRO are expounded upon. The first key

point is that AIMPRO exists in two forms; cluster and supercell. We consider first the

cluster implementation and subsequently examine those methods which are used in the

supercell method which are distinct from the cluster implementation.

2.4.1 Expansion of the wavefunction

An expansion of the Kohn-Sham orbitals is made using a set of basis set functions φi(r−
Ri) and spin-functions χ± 1

2
(s) ,

Ψλ(r, s) = χ± 1
2
(s)
∑

i

cλi φi(r− Ri) (2.37)

Now the Kohn-Sham orbitals can be written in matrix form, using the cλi . The or-

bital character is set by employing Gaussian function multiplied by Cartesian polynomial

spherical functions:

φ(r− Ri) = (x− Rix)n1(y − Riy)n2(z − Riz)n3e−ai(r−Ri)
2

(2.38)

Here, the the orbital angular momentum quantum number is set using n1, n2 , n3.

For example, choosing n1 = n2 = n3 = 0, we generate an s-orbital.
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The charge density ns(r) is constructed for spin up and spin down orbitals in terms

of a density matrix;

ns(r) =
∑
i,j

bi,j,sφi(r− Ri)φj(r − Ri) (2.39)

bi,j,s =
∑
λocc

δ(s, sλ)cλi c
λ
j (2.40)

where the sum is over occupied states. To calculate the terms that make up the total

energy, it is necessary to write the terms in the Hamiltonian in terms of the bi,j,s matrix.

Two of these terms, the kinetic and pseudopotential energy are easily found analytically:

Ti,j = −1
2

∫
φi(r − Ri)∇2φj(r − Ri)dr, (2.41)

Vi,j =
∫
φi(r− Ra)

∑
a

V ps
a φj(r − Rj)dr. (2.42)

The remaining terms in the total energy, Hartree and exchange-correlation, are eval-

uated using approximations to the charge density.

2.4.2 Hartree term

The expression for the Hartree energy involves O(N4) integrals (N is the number of basis

functions) rendering it prohibitively time consuming to calculate directly. In order to

overcome this problem, the Hartree energy is re-expressed in terms of an approximate

charge density ñs(r). This approximation is written as a linear sum of basis functions,

ñs(r) =
∑

k

ck,sgk(r), ñ(r) =
∑

s

ñs(r) (2.43)

The Hartree energy term is now replaced by an approximate Hartree energy ẼH . The

approximate Hartree energy is written so that

ẼH =
∫
ns(r1)ñs(r2)
|r1 − r2| − 1

2

∫
ñs(r1)ñs(r2)
|r1 − r2| (2.44)

so that the approximate Hartree energy equal the exact Hartree energy when ñ = n. The

error in the Hartree energy is minimized with respect to the fitting function coefficients.

The error is given by:

EH − ẼH =
1
2

∫ {ns(r1) − ñs(r1)} {n(r2 − ñs(r1)}
|r1 − r2| (2.45)
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Differentiating with respect to the ck gives:

∑
l

Gklcl =
∑
ij

tijkbij , (2.46)

where

tijk =
∫
φ(r1 − Ri)φj(r1 − Rj)gk(r2)

1
|r1 − r2|dr1dr2 and (2.47)

Gkl =
∫
gk(r1)gl(r2)

1
|r1 − r2|dr1dr2. (2.48)

Atom centred or bond-centred Gaussian functions are used for gk. The evaluation of

tijk can be simplified (optionally), by choosing a more sophisticated form of gk:

{
1 − 2bk

3
(r− Rk)2

}
exp

(−bk(r − Rk)2
)

(2.49)

which give rise to a Gaussian potential,∫
gk(r1)
|r− r1|dr1 =

3bk
2π

exp
(−bk(r − Rk)2

)
(2.50)

Additional pure Gaussian functions are necessary to contribute to the total number

of electrons when the integrals of the gk vanish.

2.4.3 The exchange-correlation term

The exchange-correlation energy is also evaluated from an approximate charge density.

The fitting functions are different from those employed to evaluate ẼH because error

minimization is performed to reduce the error in ñ at a given r rather than reducing the

error in n− ñ. The exchange-correlation is given by:

Exc =
∫
εxc(n↑, n↓)ndr, (2.51)

Exc =
∫
εxc(ñ↑, ñ↓)ñdr, (2.52)

Again, the approximate charge density ñs is expanded in a basis of simple Gaussian

functions hk;
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ñs(r) =
∑

k

dk,shk(r), (2.53)

where dk,s are the coefficients used to minimize the error,

∫
{ns(r) − ñs(r)}2 dr, (2.54)

which gives

∑
l

Hkldl,s =
∑
ij

uijkbij,s, (2.55)

where

uijk =
∫
φ(r −Ri)φj(r − Rj)hk(r) and (2.56)

Hkl =
∫
hk(r)hl(r) (2.57)

In the spin averaged case, we drop the spin labels. Now the resulting approximation

to the exchange-correlation energy is given by

Ẽxc =
∑

k

dk

∫
hk(r)εxc(ñ)dr (2.58)

Because Gaussian orbitals have been chosen for hk this integral is proportional to the

average value of the exchange-correlation density εxc under these functions 〈εxc(ñ)〉k:

∫
hk(r)εxc(ñ)d(r) ∝ 〈εxc(ñ)〉k (2.59)

Since εxc(ñ) is slowly varying with charge density we can approximate 〈εxc(ñ)k〉 by

εxc(〈ñ〉k). This step replaces the exact charge density at a point by the value for the

homogeneous electron gas with average density 〈ñk〉:

〈ñk〉 =
∑

l dl

∫
hkhldr∫

hkdr
(2.60)

This approximation is improved upon by expressing the exchange-correlation density

as εxc(n) = An0.30917 and defining a new function f(s),

f(s) = ln

(〈ñs〉k
〈ñ〉sk

)
(2.61)
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f(s) is approximated using a limited expansion

f(s) =
1
2
s(s− 1)f(2) (2.62)

This approximation is one of the largest used in AIMPRO. Since it contributes only a

small amount to the total energy, however, the effect of any error is small. f(2) can be

found after evaluation of the second moment of ñ:

〈ñ2
k〉 =

∑
lm dl

∫
hkhlhmdr∫
hkdr

(2.63)

leading to the final expression for the exchange-correlation energy:

Ẽxc =
∑

k

dkεk, (2.64)

where

εk = Ikεxc(〈ñ2〉k)efk (2.65)

fk =
1
2
s(s− 1)ln

(〈ñ〉k
〈ñ〉k

)
(2.66)

Ik =
∫
hk(r)dr (2.67)

A similar expression has been derived for the spin polarised case [18].

2.4.3.1 The eigenvalue equation

Combining all the terms we arrive at the total energy:

E =
∑
ij

{
Tij + V ps

ij

}
bij + ẼH + Ẽxc + Eion−ion (2.68)

where i and j label the coefficients of the basis orbitals. The total energy is now

minimized with respect to the orthonormal set of wavefunctions ψλ(r), subject to the

constraint

∑
cλi c

λ
j Sij = δλµ, (2.69)

where Sij is the overlap matrix. This is achieved through the introduction of Lagrange

multipliers Eλ:

∑
ijλ

cλi

{
Tij + V p,s

ij − EλSij

}
cλj + ẼH + ẼH

xc + Eion−ion (2.70)
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Differentiating this with respect to cλi we arrive at the KS equations:

∑
i

{
Tij + V ps

ij + V H
ij + V xc

ij,sλ − EλSij

}
cλj = 0 (2.71)

where the exchange-correlation and Hartree potentials are introduced by

∂ẼH

∂cλi
=

∑
j

V H
ij c

λ
j , V H

ij =
∑
kl

Gklcl
∂ck
∂bij

(2.72)

∂Ẽxc

∂cλi
=

∑
j

V xc
ij,sλ

cλj , V xc
ij,s =

∑
k

{
εk,s +

∑
l

dl,s

∂εl,s

∂dk,s

}
∂dk,s

∂bij,s
(2.73)

Using Eqs. 2.46 and 2.55 we get

∑
l

Gkl
∂cl
∂bij

= tijk
∑

l

Hkl
∂dl,s

∂bij,s
= uij,s (2.74)

We can now rewrite Eq. 2.71 in generalized matrix form:

∑
j

(Hij − ESij) cj = 0, or (H − ES) c = 0 (2.75)

The overlap matrix S is transfered by a Choleski decomposition, i.e. S = U tU , where

U is upper triangular matrix, followed by inversion of matrix, U . The problem is then

converted into a standard eigenvalue one by defining Uc = d and (U−1)tHU−1 = V :

(V − E)d = 0 (2.76)

The eigenvalues are evaluated using the standard Householder method with an inverse

iteration procedure used to find the eigenvectors for the occupied and lowest unoccupied

states.

2.4.3.2 Electronic self-consistency

The redistribution of charge between atoms is enabled through a self-consistent cycle. To

achieve self-consistency the charge density generated by an external potential must be

equal to the charge density that generated that potential within some tolerance. The

initial guess at the charge density is often taken to be that of the neutral atom.

To begin the process, the initial charge density coefficients cik and di
k,s are used as

input to the KS equations. A density matrix bij,s is generated with output charge density

coefficients say, cout
k , dout

k,s . A weighted average of the input and output charge densities

then provides the new input coefficients,



44 CHAPTER 2. BACKGROUND THEORY

c′k = ck + w(cout
k − ck), d′k,s + w(dout

k,s − dk,s) (2.77)

This process for obtaining the output charge density is denoted by the non-linear

operation, cout
k = Lk(cink ). The output charge density which is generated from an input

weighted average can be written

c′out
k = Lk((cink + w(cout

k − cink ) (2.78)

For small w this expression can be expanded in a Taylor series:

c′out
k = Lk(cink ) +w

∑
l

Dkl(cinkl − ckl) (2.79)

= cout
k + w

∑
l

Dkl(cinkl − ckl) (2.80)

where

Dkl =
∂Lk

∂cl
(2.81)

for self-consistency, we require c′out
k = c′ink or

cink + w(cout
k − cink ) = cout

k + w
∑

l

Dkl(cout
kl + cinkl) (2.82)

giving

(w−1 − 1)(cink + cout
k ) =

∑
l

Dkl(cout
kl + cinkl) (2.83)

A small trial value for w, say w1 must be chosen. The output charge density is then given

by,

c′out
1k = cout

k + w1

∑
l

Dkl(cout
l − cl). (2.84)

or

∑
l

Dkl(cout
l − cl) =

c′out
1k − cout

k

w1
(2.85)

Comparing Eqs. 2.83 and 2.85, a value for w can be selected which minimizes

∑
k

ekgk(r) (2.86)
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where ek is the difference between Eqs. 2.83 and 2.85,

(1 − w)(ck − cout
k )

w
− (c′out

k − cout
k )

w1
(2.87)

In practice, the charge density self-consistent cycle converges exponentially. The tol-

erance for the self-consistent condition is set to be around 10−5 au.

Problems can occur during the self-consistency cycle due to level crossing. When two

electronic levels, one occupied, the other unoccupied, become close in energy or degen-

erate, charge sloshing can occur. This happens when, in the subsequent self-consistency

cycle, the filling of these two states is swapped. The consequence is that the Hubbard

term raises the energy of the now filled level so that in the next cycle the level ordering

reverts back to the original state. If this charge sloshing process continues convergence of

the charge density is never achieved.

This problem can be overcome through the implementation of a finite temperature.

The electronic filling is determined through the use of Fermi statistics so that partial

filling of the highest occupied states occurs.

The energy to be minimized is the free energy F ,

F = E + kBT
∑

λ

{fλ ln fλ + (1 − fλ) ln (1 − fλ)} − µ

{∑
λ

fλ −N

}
(2.88)

where the energy levels Eλ are occupied by fλ electrons, µ is the chemical potential and

N is the total number of electrons. The minimization of Eq. 2.88 with respect to the

chemical potential gives:

fλ =
1

e(Eλ−µ)/kBT + 1
and

∑
λ

fλ = N (2.89)

The density-matrix must be put in general form,

bij,s =
∑

λ

δ(s, sλ)fλc
λ
i c

λ
j . (2.90)

A finite temperature is applied only when optimizing defect structures when level crossing

may occur or the defect has partial filled degenerate levels. Care must be taken when the

defect is Jahn-Teller active as the driving force for the Jahn-Teller distortion can be re-

moved by smearing the electronic filling. Where used in this thesis, the finite temperature

is set to kBT = 0.04 eV.

2.4.3.3 Evaluation of forces

When self-consistency is achieved, the forces acting on each atom in the system must be

calculated so that the atom positions can be shifted accordingly. The forces are calculated
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from the gradient of the free energy F with respect to displacement. The force acting on

atom a in the direction l is

fla = − ∂F

∂Rla
(2.91)

Inserting this into Eq. 2.70, the forces are found analytically by calculating the change in

energy for a displacement, ∆Rla,

∆E =
∑
ij

∆
{
Tij + V ps

ij

}
+
∑
ij

{
Tij + V ps

ij

}
∆bij + ∆ẼH + ∆Ẽxc + ∆Ẽion−ion (2.92)

where

∆ẼH =
∑
kl

ckGkl∆cl +
1
2

∑
kl

ckcl∆kl (2.93)

∆Ẽxc =
∑
k,s

εk,s∆dk,s +
1
2

∑
k,s

∆εk,s (2.94)

Algebraic manipulation of these equations eliminates ∆cl and ∆dl,s leaving terms in

∆Sij,∆Gkl,∆Hkl and ∆εk,s. The latter term depends upon ∆〈ñs〉k and ∆〈ñ2
s〉k which

can be found using Eq. 2.60 and Eq. 2.63. The pseudopotential term depends upon

the atomic positions through V ps
a (r − Ra). This term is found by integrating by parts

replacing terms with ∆φ:

∫
φi(r− Ri)∆V ps

a (r − Ra)φj(r − Ra)dr = (2.95)∫
{φj(r− Rj)∆φi(r − Ra) + φi(r− Ra)∆φj(r − Ra)}V ps

a (r − Ra)dr (2.96)

2.4.3.4 Conjugate gradient optimization

Since the forces on all the atoms are known the atoms can be moved iteratively to find the

lowest energy structure. There are several methods that could be employed to achieve this,

the simplest being steepest descent . AIMPRO employs the conjugate gradient algorithm

which uses knowledge of previous search directions combined with the latest forces to set

the direction to move the atoms.

If the force on atom a is f ′la acting in direction l then the atom is moved along the

conjugate direction d′la giving the new location

R′
la = Rla + ωd′la (2.97)
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where ω is chosen to minimize the free energy via a cubic or quadratic interpolation

scheme. The new search direction is a combination of the new forces f ′la as well as the

previous forces fla and search direction dla:

d′la = f ′la = −
∑

la f
′
la (f ′la − fla)∑

la f
2
la

dla (2.98)

For the first iteration the atoms are moved in the directions of the forces. The use

of conjugate gradient mechanism results in quadratic convergence. The most serious

drawback of any such simple method is that there is no guarantee of locating the global

system minimum. In practice this means that the initial atomic positions must be ‘close

enough’ to the global minimum for the geometric ground state to be found. Exactly how

close depends strongly upon the defect and it is often necessary to try a number of different

initial structures and compare their optimized energies to find the global minimum.

2.5 Supercell AIMPRO

2.5.1 The supercell approach

The supercell approach models periodic systems of atoms. The boundary conditions

imposed ensure a periodic charge density which constrains the Kohn-Sham orbitals to

satisfy Bloch’s theorem. Whilst this approach is clearly more suited to the modelling of

a pure crystal, the relative merits of the cluster and supercell approaches when modelling

point defects are less clear.

One major problem with the cluster method is the potential for a strong defect-surface

interaction. Whilst this can be minimised by employing large clusters, it is often difficult

to measure the magnitude of the interaction. This problem is clearly overcome in a

supercell, but here, consideration of the interactions between defects in neighbouring unit-

cells becomes important. Even relatively localised defect states may become spuriously

dispersed as a result of defect-defect interactions.

2.5.2 Supercell methodology

The usual approach adopted within supercell formalisms is to choose plane-wave fitting

functions for both the Kohn-Sham orbitals and the electronic charge-density. This choice

is natural because of the inherent periodicity of the system. The Kohn-Sham orbitals at
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a point, k in the Brillouin zone are thus expanded:

ψnk(r) =
∑
G

cnk(G) exp [i(k + G) · r] (2.99)

The orthogonality condition for plane waves with different G ensures that no instabilities

arise through near-linear dependencies in the basis sets. The plane-wave expansion also

has the advantage that there is only one parameter (the maximum |G| value) which

can be varied, enabling transparency. Another advantage of plane-waves over Gaussian

type fitting functions is that they are complete and non-biased (charge is free to move

unrestricted throughout the entire unit cell). The number of plane waves which are

used in the fitting is determined by the cut-off energy Ecut (usually all plane waves with

G2/2 < Ecut are included).

In contrast to most supercell methods, in supercell AIMPRO, the Kohn-Sham wave-

functions are expanded in a basis set of Gaussian functions. Despite the drawbacks

outlined above, the choice of localised fitting functions has some advantages over plane-

waves. For ‘problem’ atoms with rapidly varying wavefunctions such as oxygen, a large

number of plane waves per atom are needed to ensure good description leading to high

computational demands. The expansion using Gaussian functions, on the other hand, is

very efficient, and is only weakly dependent upon atom type. When atoms which have

rapidly varying pseudo-wavefunctions are present as defects, extra fitting functions may

be used strategically. It is because of the strong rôle of problem atoms such as hydrogen,

carbon and oxygen as defect in semiconductors that the Kohn-Sham states are expanded

using Gaussians in supercell AIMPRO. One drawback of the flexibility concomitant with

a localised fitting basis is that the sensitivity of a defect to a number of parameters (the

number of functions, exponent values, locations of function centres) must be checked.

The basis consists of Cartesian Bloch-Gaussian orbitals Bn,k(r) which involve a sum

of Gaussian orbitals φi over lattice vectors RL:

Bn,k(r) =
1√
N

∑
L

enk·RLφi(r− Ri − RL) (2.100)

as in the cluster version, these basis functions are placed at nuclear sites and at bond-

centred positions within the unit cell.
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2.5.3 Sampling of the Brillouin zone

Under periodic boundary conditions, the Kohn-Sham orbitals are evaluated at a point, k

within the Brillouin zone. The charge density is given by

n(r) =
∑
nk

fnk|Bnk(r)|2 (2.101)

where the sum is over all bands and allowed k-points in the Brillouin zone. fnk denotes

the occupancy of band n at the k-point k. As there are an infinite number of k-points, the

charge density is sampled at a small set of carefully chosen special k-points. In practice,

this approach gives a good approximation to the exact charge density. The special points

lie within the irreducible Brillouin zone i.e. the smallest part of the Brillouin zone which

unfolds into the whole zone, when the symmetry operations of the system are employed.

In AIMPRO, we employ the method of Monkhorst and Pack [19] which chooses a set of

equally spaced k-points.

The calculation of the different terms in the total energy may be performed either in

real space or Fourier space, whichever is more efficient. In supercell AIMPRO the matrix

elements of the kinetic energy and the pseudopotentials are calculated in real space while

the Hartree and exchange-correlation energies are found from a Fourier space expansion

of the charge density and exchange-correlation terms respectively. In supercell AIMPRO

the exchange-correlation parametrisation is chosen to be that of Perdew-Wang [20]. This

parametrisation is similar to that of Perdew and Zunger [21] which is employed in the

cluster approach but the functional form of the parametrisation ensures no discontinuities

in the derivative. Such discontinuities give rise to errors in the Fourier transform of the

exchange-correlation term. The forces are calculated by analytically differentiating the

total energy with respect to the atomic positions and a conjugate gradient method is used

to calculate the search directions following the first iteration.

2.5.4 Summary

This thesis includes the results of calculations from both the cluster and supercell versions

of AIMPRO. Whilst the supercell method is often the method of choice, there are good

reasons for using the cluster approach. Firstly, the computational demands are lower

enabling the routine modelling of larger numbers of atoms within the cluster approach. It

is also apparent that cluster modelling of vacancy defects reproduces the experimentally

observed bond reconstructions [22, 23] not found using the supercell method [24]. In the
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subsequent chapter we shall also see that the cluster method may be used to calculate

electrical level positions to a reasonable accuracy. One final advantage of the cluster

method is that the confinement of the electronic wavefunctions to the region of the cluster

results in a widening of the bandgap compared with the pure DFT bandgap. This is

advantageous particularly in the case of germanium, where supercell calculations give

zero bandgap but the cluster calculation give bandgaps of around 2 eV.



Chapter 3

Experiment

3.1 Introduction

Several experimental techniques are employed in the study of point defects in semiconduc-

tors. Throughout this thesis the results of cluster and supercell calculations are compared

to experimental data resulting principally from four defect characterisation techniques:

electron paramagnetic resonance (EPR), photoluminescence (PL), deep level transient

spectroscopy (DLTS) and local vibrational mode spectroscopy (LVMS). Each method

allows the measurement of a subset of observables which together quantify the electri-

cal, vibrational, magnetic, optical and geometric properties of a defect. The aim of this

chapter is to briefly outline the theoretical background to these methods.

3.2 Electron paramagnetic resonance

3.2.1 Introduction

An electron occupying an orbit has a magnetic dipole moment comprising of orbital and

spin contributions. The orbital component arises simply because the system constitutes

a current loop. The orbital dipole moment is,

µL = −gLµBL (3.1)

where gL = 1 and µB is the Bohr magneton (eh/2mc). L is the orbital angular momentum.

The intrinsic spin of the electron leads to the second contribution,

µs = gsµBS (3.2)

where gs = 2.0023 and S is the spin.

51
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In silicon, the electrons of each atom are divided into the core electrons (configuration

1s22s22p6) and the valence electrons, which take part in bonding. In the atomic con-

figuration, the valence electrons have a configuration 3s23p2. As an array of atoms are

brought together to form the Si crystal the 3s and 3p states broaden and overlap forming

‘sp3’ states. The linear combination of the s with the px, py and pz states results in

the tetragonal hybrid orbitals. In silicon, carbon and germanium, these occupied orbitals

overlap filled orbitals with four neighbouring atoms forming bonds, each bond occupied

by a pair of electrons with opposite spins.

It is clear then that the perfect crystals of Si, C and Ge possess no dipole moment:

The orbital contribution is said to be ‘quenched’ as the electrons are confined to highly

directional bonds and hence no orbital dipole moment is induced. Since the spins are

all paired, the spin ‘up’ contribution to the dipole exactly cancel with the spin ‘down’

contribution.

Any defects introduced into the crystal may be accompanied by unpaired electrons.

Disruption of the crystal through the creation of intrinsic or extrinsic defects may in-

troduce defect orbitals with energy higher than the valence band edge. In such cases,

depending upon the Fermi level position, the orbital may be occupied by unpaired elec-

trons.

The application of a magnetic field to a sample causes the Zeeman splitting of states

occupied by unpaired electrons. Defects which posses non-zero spins are termed param-

agnetic provided they are in sufficiently low concentrations to prevent any interactions

between them. In an EPR experiment, transitions are induced between the Zeeman split

levels. The sample is placed inside a microwave cavity with a variable applied magnetic

field. Resonance is detected when the microwave frequency matches the Zeeman energy.

The electronic Zeeman interaction is given by

HZe = −µ ·B

where the magnetic moment, in principle, possesses components due to both the electron

spin S and the orbital momentum L.

µ = −gsµBS + gLµBL

In practice, the orbital angular momentum is quenched for most defects in solids be-

cause of the highly varying potential produced by neighboring atoms, and so the electron
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spin term dominates. The spin-orbit interaction (λL·S) however can introduce the orbital

angular momentum back into the problem. These effects are included by writing

µ = −µBS · g

where g is a symmetric tensor

g = 2.0023 + ∆g

so that ∆g is the angular momentum contribution induced through the spin-orbit

interaction. This departure of g from the free electron value depends on the orientation

of the applied magnetic field. The Hamiltonian now becomes

H = −µBS · g ·B

The shifts in energy are then given by the values of the azimuthal spin quantum

number ms: −S,−(S − 1), ..., S,

E(ms) = gµBBms,

This is shown in Fig. 3.2 for the simple case of S = 1/2. In an EPR experiment,

the sample is illuminated with radiation of frequency ν, which is fixed by the microwave

cavity dimensions, and the magnitude of the Zeeman splitting is varied by sweeping the

intensity of the applied field. At resonance, we have

B =
hν0

gµB

In equilibrium, the population ratio N2/N1 of the two states will be found by the

Boltzmann factor N2/N1 = exp(−∆E/kT ), where N1 +N2 = N . When the applied field

is adjusted so that resonance occurs the net absorption of radiation tends to equalize the

populations as the transition probabilities of the two possible transitions are equal.

Evidently, when the populations are equalized, there is no net power loss, and reso-

nance cannot be detected. Two factors, however prevent the resonance saturation condi-

tion. Spontaneous emission will tend to increase the population of the lower level although

at the low frequencies involved, the rate is negligible. Secondly, the process of spin-lattice

relaxation, which involves the energy transfer of the excited electron to the lattice. This

process occurs exponentially with time and the rate increases with the sample tempera-

ture.
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Figure 3.1: Energy level splittings and corresponding EPR signal (below) for a defect

with s = 1/2. Splitting due to the electronic Zeeman effect and the Hyperfine interaction

are indicated.

3.2.2 Hyperfine interaction

Thus far we have included only the interaction of the electron spin with the applied field.

Since nuclear spins have associated magnetic moments, they give rise to local fields which

may also interact with the unpaired electron. The total magnetic field is then

Btot = B + Bloc

The unpaired electron may interact with a local field due to a number of nuclei j

µBg ·Bloc =
∑

j

AjIj ,

where the tensor Aj contains the magnitude, position and angular dependence of the

dipole associated with each nucleus j at a point defined by the average position of the

unpaired electron. Including both local and applied field terms, the Zeeman interaction

is given by

H = µBS · g · B +
∑

j

S ·Aj · Ij ,

The allowed energy states arising from this are determined by the possible combinations

of the electronic azimuthal spin quantum number (M) and the nuclear azimuthal spin

quantum number (mj),

E(M,mj) ∼=

gµBB +

∑
j

Ajmj


M ,

so that the resonance condition is now given by

B =
1
gµB


hν0 −

∑
j

Ajmj


 .
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3.2.3 The nuclear Zeeman interaction

The nuclear Zeeman term in the Hamiltonian takes account of the interaction between

the nuclear magnetic moment I of nuclei with unpaired spins and the applied magnetic

field:

HZn = gnβnH · I (3.3)

The energy splittings arising from this interaction are

∆EZn = −gnβn|H|mi (3.4)

This term is usually the least important in the Hamiltonian and can be extremely

complex due to the superposition of several nuclear spins with applied field.

3.2.4 The D-tensor

If a defect has spin greater than 1/2 there is an extra term in the Hamiltonian which can

reveal important information about a defect. This is of the form

S · D · S (3.5)

D arises primarily from spin-spin and spin-orbit interactions between the unpaired elec-

trons. Taking the simple example of a defect which possess two unpaired electrons, occu-

pying orbitals which are well separated, the spin-spin term is a dipole-dipole interaction

between the two spins averaged over their spatial distribution. The D-tensor reflects the

symmetry of the defect and can be interpreted to obtain a value for the average spin-spin

separation.

3.2.5 Symmetry assigments

The most fundamental information that EPR can determine is the defect symmetry.

Rotation of the applied magnetic field with respect to the crystallographic axes allows

the angular dependence of g to be mapped. The characteristic angular dependencies of

the g-tensor for all symmetry groups are shown in Fig 3.2. Note that not all point group

symmetries are distinguishable using this method as the technique cannot distinguish

inversion symmetry.

In materials with the diamond structure (Octahedral symmetry) there are several

basic symmetry operations: Using all possible combinations of these operations, we find
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Figure 3.2: Characteristic angular dependencies of absorption for the eight symmetry

groups distinguishable by EPR.

that there are 13 symmetry point groups that can exist within the diamond structure.

These are listed in table 3.1 along with their component symmetry operations. These

symmetry operations are:

• E – the identity transformation

• NCm – rotation; N is the number of axes m denotes the angle of rotation 2π/n

• σv – reflection about plane containing the principal symmetry axis

• σh – reflection about plane which is orthogonal to the principal symmetry axis

• NSm – improper rotational axis (rotation and reflection) N is the number of axes,

m denotes the angle of rotation, 2π/m

• i-inversion
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Symmetry group Point group (Order) Operations

Cubic Td(24) E, 8C3, 3C2, 6S4, 6σd

Trigonal D3d(12) E, 2C3, 3C2, i, 2S6 , 3σd

C3v(6) E, C3, 3σv

C3(3) E, C3, C2
3

Tetragonal D2d(8) E, 2S4, C2, 2C ′
2, 2σd

S4(4) E, S4, C2, S3
4

Rhombic II D2(4) E, C2, C ′
2, C

′′
2

Rhombic I C2v(4) E, C2, σv, σ′v

Monoclinic II C2(2) E, C2

Monoclinic I C2h(4) E, C2, i, σh

C1h(2) E, σh

Triclinic Ci(2) E, i

C1(1) i

Table 3.1: Point groups of octahedral symmetry listed alongside their corresponding

symmetry group. For each point group, the operations are listed.

3.2.6 Auxiliary techniques

Whilst the bare EPR method gives valuable information concerning the symmetry and

unpaired wavefunction interaction with nuclei, a further source of complementary infor-

mation may be gleaned through the application of auxiliary methods.

3.2.6.1 The application of stress

Through the use of uniaxial stress, further details of the energies of defects can be found.

An important characteristic of an anisotropic defect is the stress or piezospectroscopic

tensor [25]. The change in the total energy, Ei of a defect with crystallographic orientation

labelled i within a strained crystal is given by

∆E = TrB · εi

where B is a traceless stress tensor and ε is a tensor representing the strain. In the ab-

sence of any imposed stress, an anisotropic defect will exist in a number of degenerate

orientations within the crystal. Each orientation will be populated equally. The applica-

tion of uniaxial stress breaks the orientational degeneracy so that a subset of the possible
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orientations becomes energetically favourable. After equilibrium is reached, their relative

energies can be deduced through the Boltzmann distribution

ni

nj
= exp [(∆Ej − ∆Ei)/kT ]

In EPR the individual defect orientation is monitored through the relative signal am-

plitudes. Stress is applied at some judicious temperature which allows easy reorientation

without enabling the defect to diffuse through the lattice. After equilibrium is reached

the sample temperature is reduced and the quenched in alignment is measured after the

removal of stress. In the case of a high symmetry defect i.e., D2d the B-tensor may

be deduced by the application of stress along a single crystallographic direction. For

low symmetry defects the process must be repeated with applied stress along a different

direction in order to evaluate all the B-tensor elements.

The activation energy for reorientation can be extracted through study of the recovery

of the unstressed orientational distribution as a function of temperature and time. The

reorientation kinetics are given for a first order process by

nj(t) − njeq = [nj(0) − njeq] exp
(−t
τ

)
(3.6)

where njeq is the equilibrium value of nj. Evaluation of the time constant τ allows the

reorientation energy to be extracted from

τ−1 = ν0 exp
(−U
kT

)
(3.7)

where ν0 is the attempt frequency.

3.2.6.2 Annealing experiments

It is particularly important in the case of irradiation defects to understand the annealing

conditions necessary for observation. Not only does this information allow the distinc-

tion between primary and secondary irradiation products but can be used to support

correlations with other defects.

Some defects undergo radical transitions as the temperature is varied. Vacancy de-

fects, for example are known to reconstruct bonds resulting in a lower symmetry than

ideal. At the sample temperature is raised however the EPR spectrum undergoes thermal

broadening and narrowing until the spectrum reveals a higher symmetry. The apparent

high symmetry is resultant from the rapid reorientation of the defect between orientations.
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The changes observed in the spectrum reflect the relative frequency of the measurement

and the thermally activated jumps of the defect.

3.2.6.3 Summary and other points

From the g-tensor anisotropy several quantities may be determined - defect symmetry,

stress response tensor (B), reorientation kinetics and also the barrier to migration. The

hyperfine interaction reveals information concerning the character (s or p-like) of the

unpaired spin and the nuclei on which the unpaired electron density is localised. In par-

ticular the number of nuclei in each ‘shell’ where the shell refers to a system of equivalent

nuclei can be found along with the proportion of the unpaired electron which is localised

upon each nucleus. In cases where the unpaired spin is rather delocalised, the hyper-

fine interaction parameters may be unresolvable by EPR. In these cases electron double

nuclear resonance (ENDOR) can be used.

It is also possible to determine the position of defect electrical levels to some extent

in irradiated samples. For example, in boron doped silicon (1016 cm−3), the Fermi level

is pinned to the boron acceptor level which lies at Ev + 0.04 eV. Heavy irradiation of

this material brings the Fermi-level to around mid-gap. This phenomenon is due to

the introduction of vacancies and interstitials which possess deep levels. If the irradiated

sample is slowly annealed, much of the radiation damage is removed as interstitial–vacancy

recombination occurs accompanied by recovery of the substitutional boron. As the Fermi-

level position moves down towards the boron shallow acceptor level it crosses the electrical

levels of some well characterised defect traps. Since these level positions are known, the

approximate position of the Fermi-level can be tracked. When the spectrum of interest

appears its level position can therefore be approximated.

3.3 Photoluminescence and absorption

Optical spectroscopy is a highly sensitive method used in defect characterisation being

able to detect defect with concentrations as low as ≈ 10−12cm−3.

An ideally pure semiconductor, with band gap energy, Eg will allow transmission of

radiation with frequency hν > Eg. For other frequencies, the radiation will be absorbed in

promoting electrons from the valence band to the conduction band. In practice, the pres-

ence of defects introduces electronic levels into the forbidden gap, which selectively absorb

light with sub-band gap energy. A photoluminescence experiment involves the creation
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Figure 3.3: Mechanism for low-temperature luminescence and absorption. (a) Photolu-

minescence: Electrons are excited from the ground state into the conduction band where

they rapidly relax non-radiatively through the continuum states and defect excited states

before photon assisted electron-hole recombination occurs. (b) Absorption: Photon ab-

sorption occurs when the photon energy matches the transition energy for excitation.

of electron-hole pairs by illuminating the sample with above band-gap light (Fig 3.3(a)).

The electrons undergo rapid thermalisation by radiative, or more probably, non-radiative

mechanisms and relax into defect excited states. Electron-hole recombination then occurs

resulting in the emission of a photon with energy equal to the energy difference between

the excited and ground states. Because of the non-radiative relaxation of the electron

to the lower excited states, photoluminescence is usually insensitive to excited states of

higher energy. Absorption on the other hand detects these transitions provided that they

are symmetry allowed. In an absorption experiment (Fig 3.3(b)), the sample is illumi-

nated with a continuum of optical frequencies, and the transmitted spectrum is recorded.

This relative simplicity of the processes involved in absorption allows the concentration

of the luminescent centers to be measured. Since the photoluminescent signal is observed

only following complex processes dependent upon temperature, capture cross-sections and

electron phonon coupling, it is not usually possible to determine the defect concentration.

Other effects can be explained with reference to a configurational coordinate diagram

(Fig 3.4). The ground state of a defect in charge state n possesses configurational coor-

dinate Q. The adiabatic approximation gives the vibrational energy of the ground state:
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Eg = (n+
1
2
)~νg

where n is a quantum number and νg is some vibrational mode associated with the defect.

The excited state minimum possesses a different configurational coordinate reflecting

the modified many-body wavefunction. Other excited states would be represented by

additional parabolae. These are excluded for simplicity. The vibrational energies of the

excited state are

Ee = (n+
1
2
)~νe + E0

The electron is first excited from the ground state into the excited state (A → B) be-

fore the lattice can respond (Frank-Condon principle). Subsequent lattice vibrations

allow the excited state to reach its energy minimum (B → C). Here luminescence oc-

absE Epl

Q

E

E0

Qn-1Qn

A

B

C

D

Figure 3.4: Configurational coordinate diagram showing absorption and luminescence

processes.

curs (C → D). A second process of thermalisation allows the original ground state to be

reached (D → A). The difference in energy between Eabs and Epl is known as the Stokes

shift and is related to the number of phonons involved in the process.

The zero-phonon transition is observed when the overlap between the initial state ψi

and final state ψf is large enough. The transition is disallowed, however, if the initial

and final states do not satisfy the symmetry requirements set by the selection rules. This

states that the product of the irreproducible representations Γ of the ground state, excited
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state and dipole operator must contain the totally symmetric irreducible representation

ΓSymm:

ΓGS ⊗ Γp ⊗ ΓXS⊗ ⊃ ΓSymm

If a defect possesses localised vibrational modes, the zero-phonon line ZPL may be

accompanied by phonon replicas which reflect the LVM structure. Important information

can be determined concerning the identity of a luminescence center through the examina-

tion of local mode replicas. Isotopic shifts, for example, can relay important information

as to the constituent atoms or bonding nature of the defect. Only a subset of the lo-

cal modes may be observed as replicas to the ZPL either because they couple weakly

to the transition or they are symmetry disallowed by the selection rules. The transition

probability is proportional to the square of the matrix element:

〈ψfχ0|z|ψiχ1〉

The selection rules are applied as for the simple dipole transition but now include the

irreducible representation of the vibrational mode ΓLV M :

ΓGS ⊗ Γp ⊗ ΓXS ⊗ ΓLV M ⊃ ΓSymm

If the LVM is of A symmetry (i.e. is totally symmetric) then it can, in principle, couple

to any dipole transition.

3.4 Deep level transient spectroscopy

A defect level lying in the bandgap with energy > 0.1 eV from either band edge is termed

’deep’. A deep trap of concentration NT has a capture rate for electrons and holes, c1, c2

and an emission rate for electrons and holes e1, e2. The capture rate depends upon the

defect capture cross section, the density of free carriers and the mean thermal velocity,

ci,n = σni,c〈νth〉 (3.8)

where i = 1, 2 corresponding to electrons and holes respectively. The thermal emission

rates are governed by Boltzmann statistics,

ei,n = σappND〈νth〉e−ET
kT (3.9)

where σapp is the apparent capture cross section and ND is the effective density of states

in the appropriate carrier band. ET is the activation energy for the emission process. The
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steady state electron occupation of the trap is given by,

n1 =
c1

c1 + c2
NT and n1 =

e1
e1 + e2

NT (3.10)

with a similar expression for the hole occupation.

DLTS studies allow determination of the electrical properties of deep level electron or

hole traps with concentrations as low as 1012cm−3. By probing the space-charge variation

of a Schottky barrier or p − n diode with time and temperature, accurate measurements

of the defect trap activation energy ET , capture cross section σ and defect concentration

NT are made. Whilst the technique provides valuable information concerning the elec-

trical nature of a defect, the bare DLTS experiment reveals no structural or composition

information, making trap identification difficult.
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Figure 3.5: Steady state distribution of filled and empty traps in a p+ −n junction under

zero bias (top) and reverse bias V > Vjunc (bottom). W represents the depletion region

and λ is the transition region.

The energy level diagram of a p+ − n junction is shown in Fig 3.5. With no applied

bias an equilibrium potential difference Vjunc exists due to the diffusion of electron (holes)
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from the n to p type regions. A zone which is depleted of mobile charge carriers (labelled

W in Fig. 3.5) exists straddling the interface.

When a reverse bias is applied the observable traps lie in the depletion region and the

capture rate is zero. The trap occupation then depends only upon the thermal emission of

carriers. The depletion region is flooded with carriers by a biasing pulse of the appropriate

sign. Following an injection pulse of carriers the traps are rapidly filled and subsequently

release carriers. The changing occupation of the traps during equilibration gives rise to a

capacitance transient ∆C which can be detected. The decay of the capacitance transient

is exponential:

∆C(t) = C2 − C(t) (3.11)

= ∆C(0)e−t/τ (3.12)

where τ is the lifetime of the electron or hole in the trap 1
τ = ei,n

Standard DLTS uses a rate window in which the transient is measured. Following

the injection pulse the transient is measured at times t1 and t2. Since the transient

is temperature dependent, both the sample temperature and the rate window is varied

during the experiment. The variation of C(t1) − C(t2) with temperature is measured as

shown in Fig 3.6. The first step is to define a normalised signal S(T ) with respect to

∆C(0) – the change in capacitance due to a pulse at T = 0.

S(T ) = [C(t1) − C(t2)]/∆C(0) (3.13)

If the transients are assumed to be exponential this can be written,

S(t) = [exp(−t1/τ)] − [exp(−t1/τ)] = exp(−t1/τ)[1 − exp(−∆tτ)] (3.14)

where ∆t = t2 − t1. The maximum in C(t1) − C(t2) is given by

dS(T )
dτ

= 0 → τmax = (t1 − t2)[ln
(
t1
t2

)
]−1 (3.15)

Hence the position of the maximum is dependent upon the rate window.

The trap concentration NT can be estimated from the height of the capacitance tran-

sient. For the estimation to be valid the trap concentration must be much smaller than

the donor/acceptor density. The capacitance of the p − n junction when a bias V is

applied is given as,

C1 = A

[
εrε0e

2(V + Vjunc)

]1/2√
ND (3.16)
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Figure 3.6: The temperature dependence of the capacitance transient for a given rate

window.

where Vjunc is the potential difference across the junction for no applied bias. Considering

small changes in the capacitance, clearly we have

dC1

C1
=

1
2
dND

ND
(3.17)

Associating dC1 with ∆C(0) and dND with NT , this expression allows the approximation

of the trap concentration,

NT =
2∆C(0)ND

C1
. (3.18)

By varying the temperature and measuring the thermal emission rate of the trap, the

position of the level in the gap can be estimated (Eq. 3.9). The method employed does

not take the temperature dependence of the density of states (Nd ∝ T 3/2) and the thermal

velocity of the carriers (v ∝ T 1/2). An Arrhenious plot is generated of the form

ln
( ei
T 2

)
v

1000
T

(3.19)

The trap activation energy can then be determined from

ln
( ei
T 2

)
= χ− ET

kT
(3.20)

where χ is a constant related to the capture cross section. Quoted values of the trap

energy often include this χ term giving systematic errors of around 0.01-0.04 eV. The

method is generally accurate to within a few percent.
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3.5 Local vibrational mode spectroscopy

The introduction of a point defect into the pure crystal modifies the normal modes of

vibration in one of two ways: (i) The modification occurs within the bulk modes and

these modified vibrations couple strongly to the lattice and hence are highly delocalised (ii)

New modes with frequencies greater than the maximum lattice frequency ( ωmax ) appear.

Because these high frequency vibrations are not supported by the pure crystal they are

localised upon the defect. Such modes are labelled local vibrational modes (LVMs).

For impurity defects, the type of normal mode that is introduced depends upon the

impurity mass relative to the host atom mass and the strength of the force constants

involved in bonding the impurity into the lattice. Carbon is a good example of an impurity

which introduces localised vibrational modes into the phonon spectrum of Si. Carbon is

an atom with 3/7 the mass of Si which makes a bond with Si which is ∼ 40 % stronger

than the Si–Si bond strength.

For intrinsic defects the situation is similar. It is well known that the dangling bonds

associated with vacancy defect interact across the vacancy to form weak “reconstructed”

bonds. The resulting tensile strain in the surrounding lattice weakens the nearby Si-Si

bonds and so no vibrations can arise above ωmax. If an extra Si is introduced into the

lattice however, this will induce compressive strain leading to strengthened bonds and

hence supporting vibrations with frequencies greater than ωmax.

The local modes of a defect can be classified in terms of their symmetry. The normal

coordinate QΓ describes the atomic motion of the atoms involved in each mode Γ. The

highest possible LVM symmetry is the point group symmetry of the defect and these

modes are labelled A (breathing) modes. The symmetry of a mode depends upon which

of the symmetry operations of the defect point group are broken during the vibrational

cycle.

At low temperatures, before any transition occurs the defect is in a total-symmetric

ground state Ψi. Immediately after the transition the state is labelled Ψf . Ψf is an

excited state with symmetry Γ. The probability of a photon coupling to a phonon as

given by the electric-dipole approximation is proportional to,

|〈Ψi|P|Ψf 〉|2 (3.21)

where P is coupling of the electric polarization vector of the incident radiation with the

electric dipole moment of the final state.
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The local vibrational mode is therefore infra-red active only when it induces an electric

dipole. If the dipole moment of the equilibrium position is labelled Pe then the induced

dipole for small displacements U along a normal coordinate is written,

P = Pe +
(
dP

dU

)
e

U +
(
d2P

dU2

)
e

U2

2
+ ... (3.22)

Thus Eq. 3.21 shows that the equilibrium dipole Pe does not couple to the vibrational

states. For a single phonon process the coupling intensity is proportional to [
(

dP
dU

)
e
]2.

This means that the apparent charge µ =
(

dP
dU

)
e

can be deduced experimentally.

The integrated absorption for a local vibrational mode is given by

I =
∫
α(ω)dω =

2π2ρη2

ncM
(3.23)

where M and ρ are the mass and concentration of the defect.
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Chapter 4

Determination of experimental

observables

4.1 Introduction

This chapter is intended to summarise and explain the calculation methods employed later

in the thesis. The majority of the methods can be explained through the use of a special

case study – the carbon interstitial (Ci) in silicon. This defect is particularly unusual

because it has been characterised by the four main experimental techniques applied to

point defects: EPR, DLTS, IR and PL. It has also been well investigated by theory and in

some cases the results of the AIMPRO calculations are compared with other theoretical

calculations.

4.2 Experimental background

Carbon exists as an impurity in Si with a concentration rarely below 1014 cm−3. The

importance of C has ensured that C related defects have received much attention from

both experimentalists and theorists.

Substitutional carbon, Cs was first identified in silicon in the 1960’s [26, 27] when

it was shown to be responsible for a LVM at 607 cm−1. Irradiation of silicon produces

self-interstitials (Sii) which migrate rapidly and bind to substitutional carbon to form

the Ci complex. The first identification of Ci was made using infra-red spectroscopy [28].

Two local vibrational modes are observed at 960 and 936 cm−1 which anneal in just as

the 607 cm−1 mode, due to Cs, disappears. Later work [29] correlated an EPR spectrum

observed in irradiated p-type Si labelled G12 with the LVMs at 960 and 936 cm−1. G12

69
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has C2v symmetry with the principal axis along 〈001〉. The hyperfine interaction of

the unpaired spin showed that it possessed p-like character with 36% localisation on a

unique carbon atom. The spectrum was identified with the positive charge state of the

carbon interstitial, C+
i . Stress alignment studies were performed to extract the B tensor

and the reorientation barrier, evaluated at 0.88 eV. Isochronal annealing of G12 showed

that heating the sample to 65 ◦C for 30 minutes removes the spectrum. This annealing

temperature is consistent with that of the LVMs and also of a hole trap at Ev+0.28 eV

observed in DLTS [30].

More recently, studies [31] of irradiated n-type material correlated the L6 EPR spec-

trum (C2v symmetry) with an acceptor level measured by DLTS at Ec-0.10 eV. The L6

centre has similar B tensor, annealing range and reorientation barrier (0.77 eV) to G12.

In contrast to the G12 EPR centre, no hyperfine splitting due to the presence of C or Si

isotopes was observed. The lack of observable hyperfine interaction could be explained if

the wavefunction is relatively delocalised and has a small overlap with the carbon atom.

Photoluminescence experiments also detect a signal arising from Ci [32, 33]. The 856

meV line also has C2v symmetry and corresponds to the neutral charge state of the defect.

The activation energy [33] to migration was found to be 0.87 eV, similar to that found

for the charged species.

Through consideration of the EPR symmetry and unpaired wavefunction the structure

of Ci has been shown to exist in a 〈001〉 split configuration with a C and Si atom sharing

a lattice site. Unambiguous confirmation that the neutral species also possesses this

structure came from uniaxial stress measurements of the PL line [32] and the 902 and

931 cm−1 LVMs [34].

Z

X

Y

[110]

[110]

[001]

Figure 4.1: Structure of the carbon interstitial in silicon. The lengths of the labelled

bonds are given in Table 4.1.
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4.3 Calculations

We analyse the Ci defect using both cluster-based (aimpro [35]) and supercell methods.

Two clusters were employed with configuration C1Si70H60 and C1Si181H116 and one super-

cell, configuration C1Si64. The vibrational modes are calculated using the supercell and

are compared with previous AIMPRO calculations which used a C1Si35H36 cluster. [2].

In the clusters, the wave-function fitting basis consists of independent s and pGaussian

orbitals with four different exponents, placed at each Si site. A fixed linear combination

of two Gaussian orbitals are sited on the terminating H atoms. In addition, s and p

orbitals are placed at each Si–Si bond centre to ensure good description of the Kohn-

Sham states. The charge density is fitted with four independent Gaussian functions with

different widths on each Si atom and three on the terminating H atoms. One extra

Gaussian function is placed at each Si–Si bond centre. In the supercell, the wave-function

fitting method is the same as that for the cluster. The charge density is fitted with a

plane-wave basis using a cut-off energy of 40 a.u.

4.4 Structure

The optimised structure of the neutral defect is shown in Fig. 4.1. Ci was optimised in all

three charge states and the bond lengths at the defect core are given in Table 4.1. There

is a small dependence of the structure of Ci with charge state. Most of the calculated

values from different methods agree to within ∼ 3%. The small differences between the

bondlengths calculated in the small and large clusters/supercells demonstrate that the

calculated structures are reasonably converged with respect to the system size.

4.5 Vibrational modes

The calculation of vibrational modes can provide quite accurate and valuable information

for comparison with experiment. In Chapter 5, for example, a number of vibrational

modes arising from vacancy-hydrogen defects in germanium are calculated using the clus-

ter method and compared with experiment. The theoretical data can give considerable

help to an experimentalist in identifying hydrogen-related peaks in the infra-red.

The vibrational modes for Ci have been evaluated here using the supercell method [36]

and the results of previous cluster calculations [2] are also given. The first step is to

optimise the defect cluster or supercell until the forces are zero. The energy-double
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Method (No. of Si atoms)

Charge state Bond C (35) [2] C (70) C (181) S (32) [1] S (64)

X - 1.83 1.79 - 1.78

- Y - 1.75 1.77 - 1.74

Z - 2.26 2.24 - 2.26

X 1.82 1.88 1.82 1.80 1.80

0 Y 1.73 1.70 1.71 1.77 1.73

Z 2.30 2.29 2.25 2.22 2.26

X - 1.93 1.86 - 1.78

+ Y - 1.74 1.77 - 1.74

Z - 2.28 2.26 - 2.25

Table 4.1: Bondlengths (Å) of Ci evaluated using cluster and supercell approaches. Also

shown for the neutral charge state are the results of ab initio calculations of Capaz et

al [1]. C denotes cluster calculations and S denotes supercell.

derivatives of each atom in the system must now be found. This involves moving each

atom, along axis l by a distance ε (usually chosen to be 0.025 a.u.), recalculating the

self-consistent charge density, and finding the new forces. Say, atom A is displaced along

l. Atom B now feels a force along direction m of f+
m,B(l, A). Atom A is then moved a

distance −ε along l from its equilibrium position and a new force f−m,B(l, A) is found. The

three points are used to determine the energy second derivatives to second order in ε:

Dl,A,m,B =
f+

m,B(l, A) − f−m,B(l, A)

2ε
(4.1)

Diagonalisation of the complete dynamical matrix allows the eigenvalues of the vibra-

tional modes to be determined. Since the displacement, ε is finite, this method includes

some contribution from all even powers of ε not just the quadratic term and so some

anharmonicity is included. For this reason the calculated frequencies are termed quasi-

harmonic.

In practise it is not necessary to calculate the energy double derivatives for all the

atoms within the system. Only those atoms close to the defect core lie in a potential well

which is significantly different from that of a bulk atom. For bulk-like atoms away from

the core then, the Musgrave-Pople valence-force potential [37] can be used.



4.5. VIBRATIONAL MODES 73

From the optimised Ci in the 64 atom supercell, the energy double derivatives were

calculated explicitly for the six atoms in the defect core (see Fig. 4.1). Using the Musgrave-

Pople potential to simulate the potential energy surface for the remaining bulk-like atoms

of the supercell the vibrational modes are calculated. Three modes are calculated to lie

above the Raman frequency with frequencies 554 and 936, 960 cm−1.

B1 A1

12C 13C 14C 12C 13C 14C

Experiment (77 K) 930 26 49 921 29 54

Supercell 960 31 58 936 27 50

Cluster 867 28 52 922 28 52

Table 4.2: LVMs (cm−1) of Ci in silicon calculated using the supercell and cluster method

compared with experiment. The isotopic shifts of the LVMs with 13C and 14C are also

shown.

The two higher modes have symmetry B1 and A1. The B1 mode involves a swinging

motion of the carbon atom between the two equivalent Si atom to which it is bonded. The

A1 mode consists of stretching motion of bond Y (see Fig. 4.1). The mode symmetries

confirm the experimental assignments and the frequencies are within 3% of the experi-

mental values (Table 4.2). The isotopic shifts of both modes upon replacement of the

carbon atom with 13C and 14C have also been evaluated by experiment. The calculated

values are also found to agree well with experiment.

Calculations employing a cluster with configuration C1Si35H36 give reasonable results.

The A1 mode is calculated to have a frequency and isotopic shifts very close to experiment.

The calculated frequency of the B1 mode however is about 7% lower than that observed

so that it lies below the A1 mode. The isotopic shifts of this mode are found to agree

well.

These calculated values are quite typical of AIMPRO results. Vibrational mode fre-

quencies calculated using the cluster method may differ by as much as 10% from exper-

iment but the isotopic shifts are usually found to agree well. The supercell approach

generally results in slightly more accurate determination of vibrational frequencies.
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4.6 Migration paths and diffusion barriers

4.6.1 Methods

In order to calculate a migration path three techniques are employed which allow the

user to constrain the system in order to force the defect away from its ground state

configuration. The different methods are applied to systems of differing complexity.

For a simple diffusion process where the saddle point position for the diffusion step

is known one can take advantage of point group symmetry. Take for example VH in

silicon. In this case there are four Si atoms surrounding a vacant site. Two of the

unsatisfied bonds reconstruct, one is saturated by the H atom leaving a single dangling

bond remaining. At some finite temperature the H atom gains enough thermal energy to

hop over to the dangling bond. This diffusion step has a saddle point corresponding to the

configuration where the H atom is sited intermediate between two dangling bond atoms.

The symmetry of this configuration is C2v. The diffusion barrier may be calculated by

taking the difference between the total energies of the optimised ground state and the

optimised saddle point. Optimisation of the saddle point is made possible by constraining

the symmetry to C2v.

A more sophisticated way to find the migration barrier is necessary for those cases

where the saddle point is unknown. The first of these is the orthogonal relaxation method.

The vector displacement of all equivalent atoms from the initial atomic configuration, R1
i

to the final structures R2
i of the diffusion path is found, vi = R1

i − R2
i . All atoms are

shifted by a fraction α along vector vi. From this positions the atoms are allowed to relax

from these intermediate positions only in directions orthogonal to vi. Stepping α from 0

to 1 allows the diffusion path and energy to be mapped.

The third method uses a constraint on the relative bond lengths between specified

atoms. For each constraint imposed, three atoms are included, say atom A, B and C.

The relative bond lengths between atoms A and B (|RA − RB |) and atoms A and C

(|RA − RC |) are constrained such that,

x = |RA − RB |2 − |RA − RC |2 = constant (4.2)

This method is typically used when atom A is the diffusing atom, breaking a bond

with atom B and subsequently making a bond with atom C during the diffusion. For

more complex diffusion paths, a number of bondlength constraints may be applied.
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4.6.2 Diffusion of Ci

The migration barrier has been found experimentally to be 0.87-0.88 eV irrespective of

charge state. The determination of a reorientation barrier for the L6 and G12 defect

with a similar energy (0.78 eV) suggests that the migration path and reorientation occur

simultaneously.

Previous calculations [1] have determined the activation energies for two diffusion

paths indicated in Fig. 4.2. At the midpoint of diffusion path 1, the diffusing C atom lies

at a bond-centred position. The complete diffusion step results in a 180◦ reorientation of

the defect. The energy barrier to diffusion along this path has been calculated to be 2.5 eV

using a 32 atom supercell [1] and 1.1 eV using a C1Si35H36 cluster [2]. Path 2 is markedly

different from path 1 with a midpoint configuration which has C2 symmetry. This path

explains the small difference between the observed reorientation and diffusion barrier

as the defect principal axis reorients during each diffusion step. Capaz et al calculated

the barrier to migration along this path to be 0.51 eV, in reasonable agreement with

experiment but the cluster results gave a value of 1.1 eV.

The different calculations give quite different results. It is often the case that the

cluster method overestimates diffusion barriers whilst the supercell approach tends to

underestimate barriers. Calculations of oxygen diffusion clearly follow this trend [38].

Recent results [39] for the diffusion of isolated oxygen in silicon give values of 2.2 and

2.8 eV using supercell and cluster AIMPRO respectively (cf Exp: 2.53 eV).

4.7 Stress response

The stress response tensor (B) of a defect, described in Chapter 3 is calculated using

the supercell approach in the following way. The defect is first optimised in a number

of supercells with different lattice parameters, typically within 0.2 – 0.4 % of the ideal

lattice parameter. The total energies of the supercell are fitted to a parabola to find

the equilibrium lattice constant shown in Fig. 4.3 for the Ci defect. In this case we find

the equilibrium lattice expansion to be 0.33%. This expansion lies at the higher end of

those found for oxygen related defects [39] and but is expected for the Ci where the extra

atom is incorporated into the lattice forming strong bonds with its neighbours. From this

equilibrium volume, a uniaxial strain or shear is applied. The number of different stresses

or shears which need to be applied in order to evaluate all the tensor elements depends

upon the defect symmetry. In the case of the Ci with C2v symmetry, the strain must be
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path 2path 1

Si2

Si1

Figure 4.2: Possible migration paths of Ci. Path 1 has a saddle point for diffusion at the

bond-centred site. The saddle point for path 2 has C2 symmetry.

applied along two separate directions.

Path Supercell (Capaz et al) [1] Cluster AIMPRO) [2]

1 2.5 1.10

2 0.51 1.10

Table 4.3: Theoretical values (eV) for the activation barrier to diffusion of neutral Ci

along two migration paths, labelled 1 and 2 (see Fig. 4.2).

The B-tensor was calculated for the neutral charge state of Ci. It is compared with

the experimental values extracted from the stress response of the G12 and L6 EPR centres

in Table ??. In general we would expect the stress response of a defect to depend upon

the charge state. The experimental values of the positive and negative charge states of Ci

however, show that the stress response is quite insensitive to charge state. The directions

of the tensor elements are shown in Fig. 4.4. The principal element of the B-tensor,
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B3 has a negative sign reflecting the tensile nature of the defect along its principal axis.

The B1 tensor element is much larger than B2. Since B1 lies along the axis containing

a large component of the two equivalent C–Si bonds it is probable that this reflects the

sensitivity of these bonds to compression. The calculated values of the principal tensor

elements shown in Table 4.4 are accurate to around 20%. This is typical of the accuracy

of these calculations.
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Figure 4.3: Total energy differences of the Ci defect in the supercell for various values of

the lattice parameter, a0.

element Calc(0) L6(-) G12(+)

B1 9.0 7.4 7.3

B2 0.9 -0.2 0.3

B3 -9.6 -7.2 -7.6

Table 4.4: Calculated and experimentally determined B-tensor elements (eV) of the car-

bon interstitial.

4.8 Electronic structure

The Kohn-Sham eigenvalue spectrum for the three charge states of Ci is shown in Fig. 4.5.

The neutral defect possesses two deep one-electron levels which arise from the two p-

orbitals in the defect, one associated with the three-fold coordinated C atom, the other

with the three-fold coordinated Si atom. The lower of the two levels arises from the
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Figure 4.4: Directions of B-tensor elements of the carbon interstitial in silicon.

carbon orbital reflecting the higher electronegativity of C than Si. The addition or ex-

traction of one electron from the neutral defect results in a shift of the Kohn-Sham levels.

The electronic wavefunction corresponding to the unpaired spins of C−
i and C+

i can be

compared with the data extracted from the hyperfine satellites of the EPR centres L6

and G12.

Pure
carbon interstitial

+ 0 -

Figure 4.5: Kohn-Sham levels of the carbon interstitial in silicon. Left: eigenspectrum of

a pure 131 atom cluster. Right: spin up and down eigenspectra of the carbon interstitial

in three charge states. The valence band edges have been aligned. The highest occupied

and lowest unoccupied levels are indicated by filled circles and empty squares respectively.

The electronic distribution of the unpaired electron in both the positive and negative

charge states is shown in Fig. 4.6. Clearly, the experimental evidence that the unpaired

electrons in each charge state occupy different orbitals is reproduced. The two orbitals

possess B1 and B2 symmetry. Performing a Mulliken analysis calculation allows the
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Figure 4.6: Isosurface plot of the unpaired wavefunction of C+
i (left) and C−

i (right).

calculated Kohn-Sham wavefunction to be compared with the results of EPR experiments.

This approach characterises the wavefunction by estimating the amount of a wavefunction

accounted for by each Gaussian fitting function. In this way the localisation on each atom

(and bond-centred function, if applicable) is estimated and also the s : p character of the

wavefunction can be estimated. For the case of C+
i around 30% of the spin is localised

on the C atom in good agreement with experiment (36%). This wavefunction at the

C atom is purely p-like. The unresolved hyperfine interaction of the unpaired electron

of C+
i (G12) with 6 - 8 Si atoms is consistent with the calculations which show up to

∼ 4% amplitude on second shell atom sites. In the negative charge state the calculation

shows 30% of the unpaired wavefunction is localised in a p-orbital on the unique Si atom.

The Mulliken analysis shows that the remaining portion of the unpaired spin is slightly

more delocalised than for the positive charge state. The more distributed nature of the

unpaired spin for the negative charge state may explain the lack of observed hyperfine

splitting with 13C or 29Si in outer shells in the L6 EPR spectrum. However, from the

calculated localisation we would expect to observe hyperfine interaction with the unique

Si nucleus in the negative charge state and so it is unclear why this is not observed.

4.8.1 Calculation of electrical levels

The method used in this thesis to estimate the positions of the donor/acceptor levels

includes an empirical correction. This technique involves a cluster calculation of the

energy required to add electrons to (electron affinity) or extract electrons from (ionisation

energy) a defect. This energy is then compared with that for a defect with known electrical

levels. The method has been used to characterise the electronic structures of transition-

metal hydrogen complexes in Si [40] resulting in errors of around 0.2 eV.

The electrical levels of a defect correspond to the positions of the Fermi-energy at

which a charge state change occurs. The trap type is characterised in terms of the defect
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charge state when the trap is filled and when it is emptied. Hence a simple donor level is

denoted (0/+) and the acceptor levels is denoted (-/0).

The donor level is defined as the energy difference of the defect when a hole is promoted

to the defect level from the valence band, Ev

Etot[Ed(0), Ev(h)] − Etot[Ed(h), Ev(o)] (4.3)

The acceptor level is defined similarly. It is the difference in energy of the defect (a) when

an additional electron is inserted into the conduction band at Ec electron and (b) when

this electron occupies the lowest empty defect level:

Etot[Ed(e), Ec(0)] − Etot[Ed(0), Ec(e)] (4.4)

Alternatively, the donor level is the difference between the ionisation energy of the

defect and that of bulk Si. In cases where the defect wavefunction is enclosed by the cluster

and does not interact with the cluster surface the ionisation energy can, in principle, be

calculated. The cluster method, however, cannot be used to compute the ionisation energy

of bulk Si because the valence electron wavefunctions are delocalised and interact with

the surface. The method employed in this thesis circumvents this problem by including

an empirical correction. The ionisation energy, I of two defects, say defect A and defect

B is calculated. A is the defect for which we wish to evaluate the donor level and defect

B is a defect with a known donor level position, E(0/+)B . The position of the donor

level of defect A can be easily evaluated,

E(0/+)B = E(0/+)A + IB − IA (4.5)

The acceptor level is found in a similar fashion, this time using the difference in electron

affinities to determine the difference in acceptor level positions.

Defect B should ideally be a well characterised defect, with well characterised levels.

Additionally, the defect structure should be relatively insensitive to calculation details

making routine calculation unproblematic. We usually take the carbon interstitial as the

marker defect as it possesses both an acceptor and a donor level and fulfils the above

criteria. For the purposes of demonstration we calculate here the Ci donor and acceptor

levels using substitutional gold as the marker defect. The Aus defect possesses a donor

and acceptor level at Ev + 0.35 and Ec − 0.56eV respectively [41, 42, 43]. The calculated

and experimental electrical levels are within 0.2 eV of each other (see Table 4.5).
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(0/+) (-/0)

Aus Exp: Ev + 0.35 Exp: Ec − 0.56

Ci Exp: Ev + 0.28 Exp: Ec − 0.1

Ci Calc: Ev + 0.42 Calc: Ec − 0.01

Table 4.5: Electrical levels of substitutional gold and the carbon interstitial. The calcu-

lated Ci levels are also shown.

4.9 Summary

In summary, the cluster and supercell calculations can be used to predict a number

of observables. Using the carbon interstitial as a case study, the structural, electronic

and vibrational characteristics of the defect have been calculated and compared with

experiment. Good accuracy is achieved for the calculation of vibrational modes. The

stress response tensor is calculated to be within ∼ 20% of the values determined from

EPR stress studies. A semi-empirical method is employed to find the electrical levels

of defects. This has been demonstrated to give an accuracy of around ±0.2 eV [40].

The Kohn-Sham wavefunction can often be used, together with Mulliken analysis of the

wavefunction localisation and s:p ratio in order to compare the calculation results with

hyperfine data associated with paramagnetic defects.
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Chapter 5

Vacancy-hydrogen defects in

germanium

5.1 Introduction

This chapter concerns the investigation of the isolated vacancy in germanium and its

complexes with hydrogen. This work follows extensive studies into the same problem in

silicon. We first briefly review the situation in silicon and then consider the germanium

problem.

The introduction of hydrogen to silicon is difficult to avoid. Common device processing

and operation stages inevitably allow H into samples [44]. The demonstration of the

passivating effects of H on shallow acceptors in both Si [45, 46] and Ge [47] marked the

beginning of a rapid development of our knowledge of H defects in Si. However, although

deep centres such as the vacancy are strong traps for hydrogen [48, 49, 50] only relatively

recently has the detailed interaction of H with the vacancy been studied.

The structure and vibrational properties of vacancy-hydrogen complexes in silicon

have been systematically investigated by several experimental methods. VHn (n =

1, 2, 3, 4) complexes in Si have been studied using optical detection of magnetic resonance

(ODMR) [51], EPR [52, 53] and IR [54, 50]. The systematic IR and EPR investiga-

tions of the complexes of hydrogen with native defects in silicon have provided conclusive

identifications of many fundamental centres. Using isotopic substitution and annealing

techniques the IR signals corresponding to Si-H stretch modes of H∗
2 [55], VH2, VH3, VH4

and V2H6 have been assigned [56]. The assignment of two stretch modes at 2191 and

2166 cm−1 was initially made to VH3 [57, 58]. However, further annealing studies by

83
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the same group [59] show that the EPR signal corresponding to VH3 anneals out at ∼
500 K, the temperature at which the 2191 and 2166 cm−1 LVMs first appear. Moreover,

these IR lines show a greater thermal stability than those attributed to VH4. There-

fore these stretch modes were reassigned to V2H6. Another pair of stretch modes at

2185 and 2155 cm−1 have since been ascribed to VH3 [60]. Theoretical investigations of

mono-vacancy-hydrogen complexes in silicon have employed CNDDO [61], tight-binding

theory [62, 10], Hartree Fock [10] and density functional theory (DFT) [63, 48, 64].

The extraction of an atom from a crystal with the diamond structure results in a

defect with Td symmetry with four dangling bond orbitals. In silicon, it is well known

that the vacancy undergoes a strong Jahn-Teller distortion effected by the reconstruction

of the dangling bonds. The reconstructed bonds give rise to deep levels which, when

occupied by unpaired electrons, give rise to centres visible by EPR. As hydrogen atoms

are added to the vacancy, they break the reconstructions and bond to the Si atoms (see

Fig. 5.1). When four H atoms are present, all the dangling bonds are eliminated and the

defect possesses no gap states.

Variation of temperature reveals that VH in Si undergoes a change in symmetry

above ∼ 60K [53] from C1h to C3v. The explanation for the symmetry change is that

the reconstruction across the vacancy reorients rapidly between pairs of atoms. This

thermally activated reorientation is consistent with a similar effect observed in the silicon

divacancy, V2 [11] between 40 and 100 K. The VH EPR signal broadens and disappears

above 200 K indicating a further increase in symmetry possibly due to rapid reorientation

of the H atom around the vacancy, before the defect anneals out.

Until recently, the situation in germanium has been less clear. Hydrogen forms cova-

lent bonds with Ge with a strength of 3.6 eV [65] in molecular compounds compared with

a Ge-Ge dissociation energy of 1.93 eV [66]. In comparison with silicon systems (3.92 [65]

and 2.32 eV [66] respectively) then we would expect largely similar behaviour. However,

some of the few available comparisons of H in Si and Ge suggest otherwise. For example,

whilst the passivation of shallow centres by H in silicon is almost complete, in germanium

the passivation is only partial [44]. The motivation for the study of the passivation of deep

centres in germanium is clearly strong particularly with the recent interest in Si1−xGex

technology.

Only one systematic study of VHn in Ge has been performed to date [67, 56]. Float-

zone refined Si was implanted with protons or deuterons at low temperature (30 K). The

spectra were measured at various temperatures from 77 K up to around 500 K. The use
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Figure 5.1: Vacancy-hydrogen structures in germanium. Reconstructed bonds are indi-

cated by the dashed lines.

of the hydrogen isotope substantially assists the identifications of IR absorption peaks

with defects. In particular, the isotopic splittings can reveal the number of equivalent

hydrogens involved in the vibrations.

The relative frequencies of the vibrational stretch modes of the VHn, n = 2, 4 and

V2H6 defects in germanium were observed to be very similar to those identified in silicon

with a constant factor mapping stretch frequencies onto their counterparts in Ge. The

vibrational modes for VH have not yet been observed. There has been some doubt as

to the assignment of the stretch modes to V2H6. It is uncertain whether these modes

arise from VH3 or V2H6. As found in silicon, the annealing data demonstrates that these

modes arise from a defect which is thermally more stable than VH4 supporting their

identification with V2H6 [56].

5.2 Calculation method

The calculations were performed using tetrahedral clusters with configuration Ge70H60+n.

The basis set consisted of N s, p orbitals on the germanium and hydrogen atoms. The

charge density on each atom was fitted to M Gaussian functions. The values for N and

M were C(4,4) and H(2,3). Extra Gaussian functions were placed at bond centered sites

of Ge–Ge bonds and also on Ge–H bonds at the defect core. Two exponents were used to

fit the charge density at the bond centred sites and one exponent to fit the wavefunction.
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In order to induce the reconstruction of dangling bonds expected for V, VH, VH2 a pre-

relaxation was employed. This entailed moving the atoms to be paired towards each other

from their ideal lattice sites and subsequently moving the surrounding atoms to restore all

bondlengths to normal. All the atoms in the cluster were then optimised. The inclusion

of surface relaxation allows a strong reconstruction of the vacancy dangling bonds. This

is because the tensile strain which arises at the core due to reconstruction is somewhat

relieved by movement of the surface atoms during relaxation. To calculate the vibrational

modes, the energy second derivatives were found for the four Ge atoms at the defect core

and the H atoms in the vacancy.

5.3 Results

We now consider the structural, vibrational and electronic properties of the vacancy and

vacancy hydrogen complexes separately.

5.3.1 Structures

The isolated neutral vacancy in germanium was optimised to obtain a measure of the

strength of bond reconstruction. The defect was relaxed from a structure with strongly

reconstructed bonds (2.50 Å) with symmetry constrained to D2d. The optimised struc-

ture has reconstructed bondlengths of 2.83 Å (cf. bulk Ge–Ge value of 2.45 Å). Initial

conditions involving a reconstructed bond of 3.24 Å gave rise to a reconstructed bond

length of 2.81 Å demonstrating that the final reconstructed bond length is not highly

sensitive to the initial atomic positions.

Neutral VH possesses C1h symmetry with a reconstructed bond length of 2.78 Å. The

region of high electron density repels the H atom so that the Ge-H bond moves 5.6◦

out of the [111] axis. The Ge-H bond was found to be 1.541 Å (cf 1.52 Å in molecular

GeH4). The optimised VH2 defect has C2v symmetry with a reconstructed bondlength

of 2.79 Å. The effect of the additional H atom in the defect results in a slight shortening

of the Ge-H bond to 1.531 Å. VH3 was assumed to have C3v symmetry. The defect then

has three equivalent atoms each with a Ge-H bondlength of 1.536 Å. The angle made

between the Ge-H bond and the 〈111〉 directions was 4.8◦. VH4 has four equivalent Ge-H

bonds (Td symmetry) of length 1.526 Å. The Ge atoms move away from their positions

in the relaxed ideal vacancy by 0.32 Å giving an increase in volume of 64% over the ideal

vacancy.
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5.3.2 Vibrational properties

Table 5.1 compares the calculated quasi-harmonic vibrational frequencies of vacancy-

hydrogen-deuterium complexes with those determined experimentally [56]. The calculated

modes consistently overestimate the LVMs by between 4 and 8%. The reason for the

overestimate lies partly in the neglect of anharmonic terms. The effect of anharmonicity

has been tested for VH complexes in silicon by finding the energy necessary to displace

the atoms in each normal coordinate and then solving the Schrödinger equation for the

oscillator using the shooting method [68]. The resultant symmetric frequency of VH2 was

found to increase by only 2 cm−1. The asymmetric stretch frequency however was found

to increase by 47 cm−1 reducing the splitting of the modes to 4 cm−1. The difference is

proposed to arise from the neglect of coupling effects between stretch and wag modes in

the theoretical treatment.

Also calculated were the vibrational modes for both VH−
3 and neutral V2H6. The effect

of the addition of an electron to VH0
3 was to shorten all the Ge-H bonds by 0.7% resulting

in modest increases in the frequencies of the E and A symmetry vibrational modes by 6

and 25 cm−1 respectively. V2H6 was found to have the shortest Ge–H bondlength of all

the vacancy-hydrogen defect at 1.520 Å. Two stretch modes of A2u and A1g symmetry

were found at 2131 and 2129 cm−1. Two doublet Eu and Eg modes lie at 2128 and

2120 cm−1. The A1g and Eu modes are IR inactive. The frequencies of the active modes

(2131 and 2128 cm−1) correspond reasonably to those identifies with V2H6 (2025 and

2015 cm−1). The splitting between the IR active modes is then only 3 cm−1. This is

substantially smaller than the splitting of the VH3 symmetric and non-symmetric modes

(31 cm−1)

5.3.3 Electronic character

5.3.3.1 The germanium vacancy

The ideal (Td symmetry) vacancy possess one gap state with symmetry t2 and is occupied

by two electrons in the neutral charge state (see Fig 5.3). The electronic structure of

the vacancy in silicon is now well understood through the use of a linear combination

of atomic orbitals (LCAO) model. The three dangling bond orbitals labelled a-d give
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VH VD

2107 (?) 1435 (?)

VH2 VHD VD2

s 2102(1993) 2090(?) 1495(1444)

1486(1437)

a 2078(1980) 1478(1433)

VH3 VH2D VHD2 VD3

s 2098(?) 2088(?) 2077(?) 1491(?)

1477(?) 1484(?)

a 2067(?) 2067(?) 1471(?) 1471(?)

VH4 VH3D VH2D2 VHD3 VD4

s 2187 (-IR) 2168(2084) 2149(2080) 2128(2075)

a 2107(2062) 2107(2062 or 2066) 2107(2066)

1499(1489)

s 1511(1491) 1524(1499) 1539 1554 (-IR)

Table 5.1: Calculated (quasi-harmonic) stretch frequencies and observed (in brackets)

(cm−1)a of VHn defects in germanium. Assignments of experimental absorption lines to

VH2D, VHD2 are tentative. s, total symmetric; a, total non-symmetric, -IR, infra red

inactive.
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(c)(a) (b)

Figure 5.2: Isosurface plots of the gap states of the D2d vacancy in germanium. Positive

and negative lobes are coloured red and green. The vacant site is indicated by the ghost

atom.Plots (a) and (b) show the two orbitals comprising the e-doublet. Plot (c) is the

isosurface of the b2 orbital.
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Figure 5.3: Splitting of the vacancy t2 level under the Jahn-teller distortion from Td to D2d

symmetry. The filled and open circles represent the electronic and hole filling respectively

of the gap states.
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rise two a number of states through their linear combinations. There are three linearly

independent combinations which are degenerate:

a + b − c − d

a − b + c − d

a − b − c + d



ψt2

These constitute a t2 triplet state. The remaining linearly independent combination

is a total symmetric a1 singlet state:

a + b + c + d ψa1

These states are plotted in Fig. 5.2.

The KS levels of the ideal germanium vacancy show that the a1 state lies buried in

the valence band, and the t2 state is that which appears in the bandgap. In the neutral

charge state the triplet is partially filled and undergoes a Jahn-Teller distortion to a lower

symmetry. The reconstruction of dangling bonds reduces the symmetry to D2d. Labelling

the paired atoms a,b and c,d the t2 orbital splits because the combination (a+ b)− (c+d)

becomes inequivalent to the other two combinations, (a+ c)− (b+d) and (a+d)− (b+ c),

splitting the t2 levels into a b2 and an e state. This is shown in Fig 5.3 where the b2 state

lies just above the valence band edge and the doublet state lies above mid-gap.

5.3.3.2 VH complexes

As in silicon the Kohn-Sham levels demonstrate the passivating effects of hydrogen on the

deep dangling-bond levels. The e doublet is split into two singlet states by the addition

of a single H to the vacancy. The lower singlet is filled for VH0
2 leaving a singlet state in

the band gap. This state become partially occupied for VH3. The unpaired wavefunction

of VH0
3 is plotted in Fig 5.5. Passivation of the vacancy is complete upon the addition of

four H atoms. The KS spectra for VH defects are shown in Fig. 5.4.

The acceptor and donor levels have been calculated using the method described in

Chapter 4. The marker approach is probably less applicable in germanium because of

the smaller bandgap and lack of a marker defect that is very well characterised. The

chosen marker defect is substitutional gold. This defect can exist in five charge states in

germanium and has three acceptor levels and a donor level. The single donor and acceptor

levels of Aus lie at Ev+0.04 and Ev+0.15 eV respectively [69].
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Figure 5.4: Kohn-Sham eigenvalues of the isolated neutral vacancy and VH complexes

in germanium. The bandgap has been scaled to the experimental value. The highest

occupied levels are indicated by the filled circles. Doublet levels in the gap are shown by

thick lines.

The ionisation energies of VH, VH2 and VH3 were calculated to be within 0.02 eV of

the Aus ionisation energy. Given the expected error, this places the donor levels for each

of the defects close to the valence band edge, possibly in the valence band. The electron

affinities were also found to be similar for VH, VH2 and VH3, 0.1 eV higher in energy

than that calculated for Au. This places the single acceptor levels in the lower half of the

bandgap, close to the valence band edge.

5.4 Conclusions

The isolated vacancy was found to undergo a strong Jahn-Teller distortion to form re-

constructed bonds 16% longer than the bulk Ge-Ge bondlength. There gap states are

of e and b2 symmetry which can be understood well from a simple LCAO model. The

addition of H to the vacancy acts to remove the gap states resulting a fully passive VH4

defect.

The vibrational mode frequencies calculated are within 8% of those observed. This

error is similar to that found for calculations of VHn modes in Si. The calculated frequen-

cies of the local modes of VH2, VH4 and V2H6 support the assignments of the observed

IR modes [56].
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Figure 5.5: Isosurface plot of the highest occupied orbital of VH3.



Chapter 6

The single interstitial in silicon

6.1 Introduction

Self-interstitials are present in all semiconductors to some degree. Vacancies and in-

terstitials may be grown in, or created through some lattice damaging process so that

their concentration may exceed 1019 cm−3. The vacancy is one of the most well charac-

terised defects in silicon observed through EPR in its positive and negative charges and

modelled successfully using ab initio cluster theory [22]. The self-interstitial, however,

remains elusive and has only definitely been observed indirectly through its interaction

with impurities [29].

The present knowledge of the isolated self-interstitial is largely based on theory, which

has predicted the ground state structures of each charge state and suggested possible

migration mechanisms of the defect. Some of the configurations of the self-interstitial

which have been considered are shown in Fig. 6.1. They are the: (a) 〈001〉 split-interstitial

(D2d symmetry) (b) 〈110〉 split-interstitial (C2v symmetry) (c) tetrahedral interstitial (Td

symmetry) and (d) the hexagonal interstitial (D3d symmetry). Also considered previously

by theoreticians is the bond-centred interstitial. Each of these defects could conceivably

distort to a lower symmetry as has been discussed previously [2, 70].

The majority of the theoretical investigations have concluded that the ground state of

the neutral interstitial, I0
1 is the 〈110〉 split-interstitial [71, 72, 73, 3]. Previous work using

AIMPRO agrees with this result [2] and shows that the 〈001〉 split-interstitial is unstable.

The energies obtained by AIMPRO [2] are compared with the results of Mainwood et al [3]

in Table 6.1. There are quite large differences in the energies calculated but, in agreement

with others, both methods predict the 〈110〉 split-interstitial to be lowest in energy for

93
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the neutral and negative charge states.

(b)

(c) (d)

(a)

Figure 6.1: Possible configurations of the isolated self-interstitial in silicon. In each case

the atoms lying close to their lattice sites are shaded light grey. (a) 〈001〉 split-interstitial.

(b) 〈110〉 split-interstitial. (c) Tetrahedral interstitial. (d) Hexagonal interstitial.

Configuration 2+ + 0 -

〈110〉 1.99 (1.5) 0.72 (0.0) 0.00 (0.0) 0.00 (0.0)

BC 0.92 (3.5) 0.99 (2.1) 1.19 (2.0) 1.42 (1.3)

Hex 1.02 (0.0) 0.29 (0.2) 0.02 (2.6) 0.52 (0.5)

Td 0.00 (0.4) 0.00 (0.5) 0.45 (2.3) 0.79 (1.8)

Table 6.1: Energies (eV) relative to the ground state of various charge states of the self-

interstitial in silicon as calculated by AIMPRO [2]. The results of Mainwood et al [3] are

shown in brackets for comparison.

6.2 Background

Recently, Mukashev et al claimed to have observed the isolated self-interstitial directly

by DLTS and EPR [74]. The two spectra are labelled E1 and AA12 respectively.

The E1 DLTS level lies at Ec − 0.39 eV and is observed in p-type Si by minority

carrier spectroscopy following irradiation [74]. E1 occurs in both Czochralski and float-

zone Si and appears not to depend on the acceptor impurity type suggesting that the
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defect is intrinsic. The E1 spectrum can be eliminated by minority carrier injection at

77 K. Mukashev et al demonstrate that under minority carrier injection conditions, the

annealing rate of E1 correlates strongly with the appearance of the Ci DLTS level, H3.

These observations suggest that the defect is a primary intrinsic radiation product.

The isotropic EPR spectrum AA12 [74] is observed in high-purity irradiated Si. The

hyperfine structure due to a 29Si at a unique site was resolved. This hyperfine satellite

is isotropic, and corresponds to a few percent of the unpaired wavefunction localised at

the unique site. Unresolved hfs due to a 29Si at 4–6 equivalent sites was also observed.

The AA12 spectrum is observed only following a burst of bandgap light. This implies

that the defect forms in a diamagnetic state and is observed by EPR when an electron

or hole is trapped following illumination. Mukashev et al reports that the recharging

kinetics places the level position ∼ 40 K from either Ev or Ec [74]. AA12 anneals out in

the region 280–350 K.

Mukashev et al conclude that E1 is the double donor level of the single interstitial and

AA12 corresponds to the single positive charge state of the interstitial. He argues that

the single interstitial exists in the 2+ charge state, lying at the Td site. This location for

the 2+ charge state is supported by ab initio calculations [2, 75]. Illumination causes the

defect to trap an electron so that the defect has +1 charge and is observed by EPR.

In this chapter, we briefly examine the properties of just two isolated interstitial

defects, namely the 〈110〉 split-interstitial and the tetrahedral interstitial. The former

defect is chosen as it is well established by theory to be the most stable form of I0.

Furthermore, the five-fold coordination is examined in detail because the over-coordinated

bonding appears to be a feature of small interstitial aggregates in Si (see Chapter 8).

This characteristic is of special interest as it may allow the possibility of low energy

reorientation and diffusion. We consider the reorientation of the 〈110〉 split-interstitial as

a prototype in the understanding of the diffusion of overcoordinated Si interstitials. The

isolated tetrahedral interstitial is studied in the light of the assignment of the isolated

self-interstitial at the Td site to EPR and DLTS signals [76] seen in irradiated Si.

6.3 Method

The single interstitial defects are analysed using the cluster and supercell approaches.

The defect is positioned at the centre of a cluster of crystalline silicon with configuration

Si182H116 or Si185H120. These clusters are centred at the substitutional and tetrahedral
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sites respectively. The relevant cluster for each defect is chosen to be that in which the

defect lies at the center of the cluster, thereby maintaining the correct symmetry point

group. The wavefunction fitting basis consists of independent s and p Gaussian orbitals

with four different exponents, placed at each Si site. A fixed linear combination of two

Gaussian orbitals are sited on the terminating H atoms. In addition, s and p orbitals are

placed at each Si–Si bond centre to ensure good description of the Kohn-Sham states. The

charge density is fitted with four independent Gaussian functions with different widths

on each Si atom and three on the terminating H atoms. One extra Gaussian function is

placed at each Si–Si bond centre. The positions of all bulk atoms are optimised. Electrical

levels are calculated using the method described in Chapter 4. The 〈110〉 interstitial was

also optimised in a 64+1 atom supercell with cut-off energy of 80 Rydbergs.

6.4 Results

The isolated neutral 〈110〉 interstitial was optimised with C2v symmetry in both a cluster

and supercell. The bondlengths of the relaxed defect are given in Table. 6.2 and the

labelling scheme is shown in Fig. 6.4 (Left). In both cluster and supercell calculations,

we find that the bonds labelled x, which connect the five-fold coordinated atoms to the

central split-interstitial, are extended relative to the ideal Si–Si bondlength (2.35 Å). The

other bonds are compressed.

Bond Cluster Supercell

x 2.454 2.429

y 2.264 2.241

z 2.246 2.243

Table 6.2: Bondlengths (Å) of the neutral 〈110〉 interstitial. Bond labels are those given

in Fig. 6.4.

The isolated neutral 〈110〉 interstitial gives rise to three singlet KS states deep within

the bandgap as shown in Fig. 6.3. Two gap states, close in energy, are fully occupied in

the neutral charge state. Wavefunction plots of the three deep states are shown in Fig. 6.3.

The orbitals labelled (a), (b) and (c) in Fig. 6.3 have symmetries a2, a1 and b1 respectively.

All three orbitals are largely localised of the atoms which make up the split-interstitial

pair itself whilst some component exists on the five-fold coordinated atoms.
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(a) (b)

Figure 6.2: Charge density contour plot of the 〈110〉 split-interstitial in silicon. Filled

circles denote atoms lying in the plane. (a) The plane containing the split-interstitial pair

and one of the five fold coordinated atoms. (b) The defect mirror plane containing the

split-interstitial atoms.

The charge density around the atoms in the defect is shown in Fig. 6.2. This demon-

strates that the bonds which connect the five-fold coordinated atoms to the central split-

interstitial consist are weak, with low, quite widely spread charge density across them.

This contrasts to the strong bonds made between the atoms which lie in a defect mirror

plane (Fig. 6.2 (b)).
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Figure 6.3: KS eigenvalues 〈110〉 interstitial in silicon. The bandgap has been rescaled

to the experimental value. The electronic occupation of the highest occupied level is

indicated by filled circles. Isosurfaces of the labelled states are plotted in Fig. 6.5.

The electronic structure of the 〈110〉 split-interstitial can be explained by considera-

tion of a simple atomic orbital picture. This technique has been applied to understand

the electronic levels of the isolated vacancy and divacancy [77, 8]. We also considered

this picture in Chapter 5 for the Ge-vacancy. For these vacancy defects, the use of a

linear combination of atomic orbitals (LCAO) scheme is evidently suitable as structures
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of these defects produces simple three fold-coordinated atoms whose bonds are roughly at

tetrahedral angles. Each threefold atom then has a sp3-like dangling bond orbital which

is well approximated by an atomic orbital picture. For the 〈110〉 split-interstitial the

picture is not so simple. It is not immediately obvious how to choose an appropriate set

of atomic orbitals.

One way to begin is shown in Fig. 6.4. Here, the 〈110〉 defect is shown alongside a

schematic of a Si dimer molecule. The dangling bonds of the dimer have been arranged to

match those of the interstitial and extra atoms are placed around the dimer corresponding

to the second shell of the 〈110〉 defect. The picture is simplified in this way because we

can associate the Si–Si dimer bond with the 〈110〉 central bond of the self-interstitial

defect. Having done that, it is reasonable to identify two of the remaining dangling bonds

with the covalent bonds y. This is credible as in the relaxed structure of the 〈110〉 split-

interstitial, bonds y and z have bondlengths close to ideal and the angle between them

is 116◦, quite close to the tetrahedral angle (109.5◦). If this picture is correct then four

dangling bond orbitals labelled a-d in Fig. 6.4 remain unsatisfied.

The dangling bond orbitals of the dimer, a, b, c, d, along with those of the second shell

atoms, e, f can now be used to understand the electronic structure of the self-interstitial,

explaining the existence of three gap states:

x

y

z

a
b

d
c

e
f

Figure 6.4: Schematic showing the bonding of the 〈110〉 split-interstitial. Left: The 〈110〉
split-interstitial. The defect can be reduced to three non-equivalent bonds labelled x, y,

z. Right: A Si dimer surrounded by four atoms placed at positions corresponding to

the split-interstitial defect. The six dangling bonds are orientated to match the split-

interstitial as closely as possible.

We can construct four linearly independent combinations of the atomic orbitals a, b,
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c and d: There are three linearly independent non-symmetric combinations,

(i) a + b − c − d

(ii) a − b + c − d

(iii) a − b − c + d




and the total symmetric state,

(iv) a + b + c + d

Taking each of these linear combinations (i)–(iv) in turn, the gap states of the 〈110〉
split-interstitial can be understood.

First, consider the combinations (a + b) and (a − b). Atomic orbital a is of the

form (s, px, py, pz) = (1, 1, 1, 1) and orbital b is of the form (s, px, py, pz) = (1, 1,−1,−1).

Adding the two states gives (s, px, py, pz) = (2, 2, 0, 0), an sp lobe which points along the

average direction of a and b. Subtracting the two states gives (s, px, py, pz) = (0, 0, 2, 2),

a p-like lobe, orthogonal to (a+ b).

Combination (i) then, written (a + b) − (c + d) comprises of a pair of sp orbitals,

(a + b) and (c + d) lying antiparallel with respect to each-other on each atom. This

linear combination can be identified with the lowest gap-state shown in Fig. 6.5(a). The

linear combination (iv), (a + b) + (c+ d), corresponds to these sp orbitals lying parallel.

This can be identified with Fig. 6.5(b). The non-symmetric combination, (iii) written

(a − b) − (c − d) comprises of two p orbitals lying antiparallel. This linear combination

gives rise to the highest gap-state Fig. 6.5(c). The remaining linear combination, (ii) can

be written (a− b) + (c− d). This can be visualised as a pair of parallel p orbitals on each

atom. These two p orbitals form a π bond which in turn forms a bonding state with the

dangling bonds labelled e and f in Fig. 6.4. The state corresponding to this combination

lies buried in the valence band.

The reorientation of the 〈110〉 interstitial was performed using the orthogonal re-

laxation method described in Chapter 4. The relaxed coordinates of a [110] oriented

interstitial and a [101̄] oriented interstitial were used for the initial and final positions

of the vector vi. The resulting diffusion path and barrier is indicated in Fig. 6.6. The

mid-point structure to the reorientation process has C1h symmetry and constitutes a lo-

cal minimum in energy. The barrier is calculated to be less than 0.1 eV. If the attempt

frequency for the process is taken to be 1013 Hz, this barrier corresponds to a temperature

of just 30 K.
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(b) (c)(a)

Figure 6.5: KS gap state wavefunctions of the neutral 〈110〉 interstitial in silicon. The

three isosurfaces (a), (b) and (c) correspond to the KS eigenvalues shown in Fig. 6.3.

We now consider the tetrahedral self-interstitial in relation to the assignment of this

defect to the AA12 and E1 centres. The defect was optimised in the neutral charge state

with symmetry confined to Td. The presence of the extra atom has only a small effect on

the positions of the surrounding atoms, shifting them by less than 0.1 Å away from the

defect centre.

The self-interstitial at the tetrahedral interstitial site gives rise to four states within

the bandgap as shown in Fig. 6.7 (Left). Three empty levels lie in the upper half of

the bandgap with symmetries t2 and e. The two doublet e-levels are approximately

degenerate, and lie ∼ 0.1 eV above the triplet state. The filled level is of a1 symmetry

and lies within ∼ 0.1 eV of the valence band edge.

In the neutral charge state the highest occupied level is of t2 symmetry. In both the

neutral and positive charge states then, there will be a Jahn-Teller distortion to a lower

symmetry. If the distortion from Td symmetry is small, allowing thermally activated

reorientation between close-by minima, then the observed symmetry would be Td. In this

case, the effective unpaired electronic wavefunction would be the average of a number of

equivalent states. For the small distortion we expect this effective averaged wavefunction

to possess the character of the t2 state.
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Figure 6.6: Reorientation path of the 〈110〉 interstitial. The two atoms sharing the site are

shown in dark grey. (a) The optimised [110] oriented interstitial. (b) Mid-point structure

to reorientation (C1h symmetry) (c)The [101̄] oriented interstitial.

The t2 wavefunction isosurface is plotted in Fig. 6.7 (Right). Clearly the wavefunction

is largely localised upon the central atom. Mulliken analysis shows that 24% of the

wavefunction is localised upon the central atom. This component of the wavefunction is

purely p like and given the Td symmetry of the defect, this will not result in an overall

hyperfine interaction with the central nucleus. However, it is possible that the ∼ 16%

of the wavefunction accounted for at the neighbouring sites will overlap the unique atom

resulting in the hyperfine satellite observed.

Mukashev et al place the (+/ + +) level at Ec − 0.39 eV. Calculation of the double

donor level of the Td interstitial was performed in two clusters. The marker defect was

chosen to be substitutional sulphur dimer, 2Ss. This defect possesses a double donor level

close to the E1 level at Ec − 0.37 eV. The assignment of this level is said to be in no

doubt [78]. The calculation of the double ionisation energies of the Td interstitial and the

2Ss centre places the second donor level of I1 at Ec − 0.20 eV, within 0.2 eV of the level

found by Mukashev et al.

6.5 Conclusions

Consideration of the isolated 〈110〉 split-interstitial has given an insight into the bonding

arrangement of “overcoordinated” structures. The gap-states of the 〈110〉 split-interstitial

appear complex but, remarkably, can be understood by consideration of a simple LCAO

picture. The defect can be compared to a Si–Si dimer introduced into a vacancy in the

crystal lattice. Two of the six dangling bonds of the dimer form normal covalent bonds
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Figure 6.7: Electronic character of the tetrahedral self-interstitial Left: KS eigenvalue

plot of I0 at the tetrahedral interstitial site. The electronic filling of the gap states is

indicated by the filled (electrons) and unfilled (holes) circles. Right: An isosurface plot

of the highest occupied wavefunction (t2 symmetry) is shown to the right. Each lobe

represents a positive or negative sign of one of the component wavefunctions.

leaving four dangling bond orbitals. Treating these as atomic orbitals and finding their

linearly independent combinations we generate four states. Three of these states can

be identified with those calculated for the 〈110〉 split-interstitial to lie within the band

gap. The remaining combination leads to a bonding state which lies in the valence band.

This latter state corresponds to a bonding combination of the π bond (which arises from

parallel p orbitals on the two central atoms) with the ‘dangling bonds’ of the two adjacent

‘lattice’ atoms. The calculation of the charge density distribution shows that this ‘five-

fold’ bond is relatively weak with a substantially lower charge density than a bulk Si–Si

bond.

The reorientation of the 〈110〉 split-interstitial has been considered. The reorientation

path involves only the making and breaking of the weak five-fold bonds. This provides an

explanation as to the low calculated reorientation barrier of the interstitial. This mecha-

nism may also be applicable to the small multi-interstitials resulting in low reorientation

and diffusion barriers. One important consequence of the low reorientation barrier is that,

if the defect were observed by, for example EPR, it is likely that the effective symmetry

of the centre would be Td at temperatures higher than ∼ 100 K.

The properties of the tetrahedral interstitial were calculated in order to assess the

assignment of the AA12 EPR centre and E1 DLTS signal to the defect. The calcu-

lated unpaired wavefunction of the positively charged defect can be interpreted as reason-

ably consistent with the hyperfine analysis. The experiment shows that there is a small
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isotropic interaction with a 29Si at a unique site. The presence of hyperfine satellite could

be explained by the unpaired wavefunction in the surrounding cage interacting with the

central nucleus.

One potential problem with the assignment of AA12 to the single positively charged

self-interstitial is the report of a unique site. Whilst this is immediately expected from the

model, in the positive charge state, the tetrahedral interstitial must move off-site through

the Jahn-Teller effect. If the assignment is correct, then the observed centre corresponds

to an effective Td symmetry which results from a dynamic jumping of the atom between

equivalent sites close to the tetrahedral site.

The calculation of the double donor level gives a value of around Ec − 0.20 eV. This

value is within the error of the method of the proposed level (Ec − 0.39 eV). Thus these

calculations generally support the assignments of Mukashev et al [76]. Evidently, however,

further experimental and theoretical work is necessary to assess the nature of the Jahn-

Teller distortion from Td symmetry in the positive charge state.
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Chapter 7

The di-interstitial in silicon

7.1 Introduction

While reliable experimental assignments in Si have been made for the first six multi-

vacancy defects, Vn, for n 6 6 [11, 79, 12], less progress has been made in identifying

multi-interstitials, In. This is in spite of the importance of these centres in both nucleating

extended defects such as the {311} rod-like defect [5] and Frank partials [80] and in

their relation to the transient enhanced diffusion (TED) of boron [81]. In this, and the

subsequent two chapters, the results of investigations into In, (n = 2 to 4) defects in

silicon are reported.

Several experimental observed spectra have been classed as small interstitial aggre-

gates [74, 82, 83, 84, 85] although, to date, none of the spectra are conclusively identified

with specific defect structures. A summary of the EPR spectra that have been attributed

to self-interstitial clusters is given in Table 7.1. The natures of the P6 and B3 spectra

are discussed in detail in this, and the following chapters. These two centres have been

extremely well characterised with information available on hyperfine structure and ener-

getics as well as the symmetry and annealing ranges. The other two centres, A5 and NL51

are both spin 1 defects. Whilst the spin-spin interaction (D) tensors for these defects have

been determined, there is little further information that can be used to firmly identify

them with defect structures. These centers will not be discussed further.

The lack of conclusive experimental information on small aggregates of the self-

interstitial has spurred a great interest in theoretical modelling studies so that several

candidate structures of In for n from 1 to 4 have been published [86, 10, 9, 87]. With

the exception of I2 [87] and I4 [88], however, there is no strong experimental evidence
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supporting any of these structures. In the case of I2, the situation is complex and close

analysis of the available data uncovers serious inconsistencies between experiment and

theory. In this chapter we address these issues, and provide theoretical data on other

candidate structures for I2.

Label Ref. Symmetry Spin Annealing range g-values

P6 [82] C2 (D2) 1/2 –170◦C g1 = 2.0010, g2 = 2.0040, g3 = 2.0062

A5 [83] D2d 1 –190◦C g⊥ = 2.0064, g|| = 2.0066

B3 [84] D2d 1/2 170 – 450◦C g⊥ = 2.0159, g|| = 2.0051

NL51 [85] D2d 1 ∼ 200 − 500◦C g⊥ = 2.0071, g|| = 2.0007

Table 7.1: Summary of EPR centres which have been attributed to self-interstitial clusters.

7.2 Background

In 1976, one EPR spectrum was been assigned to a self-interstitial defect. The P6 EPR

centre is observed directly following proton or Si ion implantation of silicon and survives

annealing up to 170◦C. P6 is characterised by an unusual temperature dependent g-

tensor. At low temperature (∼ 200 K) the centre possesses “monoclinic II” symmetry

with the symmetry axis parallel to 〈001〉 (see Table 7.2 and Fig. 7.1). As the temperature

is raised, the spectrum broadens until, at ∼ 300 K, it represents an effective “rhombic

type II” symmetry. These symmetry groups are two of the eight symmetry groups distin-

guishable by EPR and, in general, do not uniquely define the point group symmetry of a

defect. In materials with the diamond structure however, these two particular symmetry

groups do uniquely identify the point group symmetry to be C2 and D2 respectively (see

Table 3.1). It is crucial therefore that any model for the P6 centre must take account of

these symmetries.

Analysis of the hyperfine interaction has provided valuable information about the

defect structure. The authors report two hyperfine satellites (hfs), labelled A and B,

on the high field side of the main resonance signal at low temperature. The hyperfine

structure is analysed in the standard way: If the unpaired electron wavefunction consists

of a 3s, 3p hybridised orbital, we can write

Ψuwf =
∑

i

ηi

(
αiχ

3s
i + βiχ

3p
i

)
(7.1)
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g A(A) A(B)

(cm−1) (cm−1)

g1 = 2.0010 A1 = 34 × 10−4 A = 24.3 × 10−4

g2 = 2.0040 A2 = 43 × 10−4

g3 = 2.0062 A3 = 58 × 10−4

θ = 17◦ θA = 5◦

Table 7.2: Tabulation of g-values determined from the P6 spectrum in silicon taken from

Ref. [4]. The angle, θ and principal axis direction are shown in Fig. 7.1.

1

2

3

g

g
g

θ

θ

[001]

[010]

[100]

Figure 7.1: Principal directions of the g-tensor of the P6 EPR centre. The values of the

tensor elements and angles are given in Table 7.2.

with α2
i +β

2
i = 1 and

∑
i η

2
i = 1. ηi refers to the fraction of the total unpaired wavefunction

at nuclear site i, and α2
i and β2

i are the fractions of the s and p components of the

wavefunction respectively at site i. The hfs parameters for a system with axial symmetry

are taken from Ref. [89]:

Ai
|| = ai + (2 − 3

2
∆g⊥)bi (7.2)

Ai
⊥ = ai − (1 − 13

4
∆g⊥)bi (7.3)

where

ai =
8
3
πg0gNµBµNα

2
i η

2
i |χ3s(0)|2i

bi =
2
5
πg0gNµBµNβ

2
i η

2
i 〈r−3

3p 〉i

with gN = −1.1106, |χ3s(0)|2 = 31.5 × 1024 cm−3 and 〈r−3
3p 〉 = 16.1 × 1024 cm−3 for 29Si.

The three parameters, α2
i , βi and ηi are then determined using Eqns. 7.1 – 7.3.
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Figure 7.2: Schematics showing the structures of I2 defects previously proposed. In each

case the atoms lying close to their lattice sites are shaded light grey. Left: The original

defect structure proposed for P6 [6]. Middle: Modified structure [4]. Right: Defect

structure proposed for P6 by Kim et al [7].

Using this approach the unpaired wavefunction is found to have 86% p character with

23% of the wavefunction localised at a single, unique site labelled A. A total of 3.4% of

the unpaired wavefunction is localised on the two equivalent sites labelled B. These value

were reported in the original article reporting the discovery of the P6 centre. In a later

paper by the same first named author [90], the localisation of the resonant wavefunction

on sites A and B were reported to be 30% and 14% respectively. The reason behind the

difference in these values is unclear. It is also reported in the second paper that the high

temperature symmetry is D2d although the original paper clearly reports D2 symmetry.

The energetics of the P6 defect were studied in detail. The thermally activated rapid

reorientation from one C2 configuration to another equivalent C2 results in the effective

D2(d) symmetry observed at higher temperature. By measuring the linewidth of the

central EPR peak as a function of temperature, the barrier to this reorientation process

was measured to be ∆ = 0.15 eV with a frequency factor, τ−1 ∼ 109sec−1. Above ∼ 200 K

the defect has D2 symmetry with the principal axis lying along a 〈001〉 direction. The

application of stress at high temperature reveals the energy necessary to reorient the

principal axis of the P6 defect to be 0.6(±0.2) eV.

The rather detailed information arising from the hyperfine tensor, combined with the

defect symmetry at low and high temperatures prompted the original authors to present

a structural model for P6. The defect was proposed to be the positive charge state of

two interstitials adjacent to a substitutional atom along 〈001〉 axis. This structure is

shown in Fig. 7.2 (Left). The high-temperature symmetry results from the rotation of
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the central atom around the [001] axis shown in Fig. 7.2. Later, the first named author

of the original paper, proposed a modification of the structure [90] which explains better

the behaviour of the hyperfine satellites during the C2 → D2 transition and the stress

results. The new structure is similar to that proposed previously with the modification

that the central atom is fixed closer to the substitutional site and the two Si atoms are

pushed further away along 〈001〉. This gives a structure with D2d symmetry. The C2

symmetry is obtained by rotating the three atom dumbbell about [001] by a few degrees.

Recently, theory has been applied to I2 resulting in the assignment of a different struc-

ture than proposed previously for P6 [87]. Shown in Fig. 7.2 (Right), the defect presented

by Kim et al is constructed by replacing a substitutional atom with three atoms. Two

atoms are positioned as a [110] split-interstitial and the third is placed along [001]. Opti-

misation of this structure allows the third to move along [11̄0] resulting in a defect with

C1h symmetry. Interestingly, this defect structure has arisen independently from molecu-

lar dynamics simulations of interstitial aggregation. The ‘Kim’ defect is demonstrated to

possess an unpaired wavefunction which accounts well for the hyperfine measurements.

Specifically, the unpaired electron is calculated to be localised mainly on a unique atom

and also upon two equivalent atoms. The main drawback of the assignment is that the

ground state of the proposed defect possess C1h symmetry and this is irreconcilable with

the C2 symmetry of the P6 centre. Given that this is irrefutable evidence that the ob-

served structure is different from the proposed Kim model, three possibilities exist:

(a) The di-interstitial structure which corresponds to P6 has not yet been found,

(b) P6 is not a di-interstitial but another self-interstitial aggregate,

(c) P6 is not interstitial related at all.

The first possibility seems unlikely given the wealth of experimental evidence which puts

severe restrictions on structures which can be considered. In fact, given the hyperfine mea-

surements, symmetry requirements, and low energy reorientation barrier (which implies

a rather compact defect) only models which are perturbations of those proposed by Lee

et al (Fig. 7.2 (left and centre)) appear to be reasonably consistent. To date, however, no

first principles calculation has reported the existence of a (meta-)stable structure of this

form. If P6 is not a di-interstitial there is a possibility that a tri-interstitial or other small

aggregate may be responsible. In the next chapter we consider this possibility. The sug-

gestion that P6 is not purely interstitial related but involves either vacancies or impurities

is not easy to support. Vacancy defects are well known to have a {110} planar symmetry

clearly at odds with monoclinic II symmetry of P6. Furthermore, the application of stress
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to the P6 defect gives a value for the degree of alignment at equilibrium of n⊥/n|| = 17,

an order of magnitude greater than found in vacancy associated defects [77, 83, 79]. The

fact that the defect is present in quite high concentrations (1016 cm−3) in zone-refined

intrinsic Si and the lack of any observed hyperfine interaction with impurity isotopes of

C, O or H strongly supports the assignment of P6 with an intrinsic defect.

7.3 Method

The di-interstitial defects are analysed using the cluster-based (aimpro [35]) approach.

The defect is positioned at the centre of a cluster of crystalline silicon with configuration

Si183H116. The wave-function fitting basis consists of independent s and p Gaussian

orbitals with four different exponents, placed at each Si site. A fixed linear combination

of two Gaussian orbitals are sited on the terminating H atoms. In addition, s and p

orbitals are placed at each Si–Si bond centre to ensure good description of the Kohn-

Sham states. The charge density is fitted with four independent Gaussian functions with

different widths on each Si atom and three on the terminating H atoms. One extra

Gaussian function is placed at each Si–Si bond centre. The positions of all bulk atoms

are optimised.

7.4 Results

We now consider the results of calculations of three di-interstitial structures. The results

of the calculations on each structure I–III (shown in Fig. 7.3) is presented separately.

a
b

c d

e

ba

a b

c

d

e
g

f

c

d

f

e

III III

Figure 7.3: Schematics showing the structures of I2 defects investigated. In each case the

atoms lying close to their lattice sites are shaded dark gray.
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I( Kim model [7]): The model proposed by Kim et al was optimised with symmetry

constrained to C1h in the neutral, positive and negative charge states. The relaxed struc-

ture of the neutral defect is depicted in Fig. 7.3 and the bondlengths at the defect core are

given in Table 7.4. Most bonds in the core are longer than the ordinary bulk Si-Si bonds.

This effect is consistent with the weakening of bonds resultant from overcoordination.

One important consequence is that the defect does not possess local vibrational modes

above the Raman frequency.
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Figure 7.4: KS eigenvalue plot of di-interstitial defects and defect-free cluster (left) for

comparison. The labels, I-III of the defects refers to Fig. 7.3.

The KS structure is shown in Fig. 7.4. A number of defect states lie in the band

gap. Two are empty and three are fully occupied in the neutral charge state. The defect

is calculated to possess both a deep donor and a deep acceptor level (see Table 7.3).

The highest occupied wavefunction for the positive charge state has A′ symmetry and

is plotted in Fig. 7.5 (Left). As found by Kim et al, the highest occupied wavefunction

is largely localised on the unique atom with some component on surrounding atoms.

Mulliken analysis shows that 38% is localised upon the unique atom with the next largest

component (3%) being localised upon each of the two other atoms at the defect core. The

wavefunction at the unique atom is calculated to be 7% s like in character. These values

compare quite well to those found for the P6 centre [6] (24%, 3.4%, 14% respectively).

Since the defect possesses an acceptor level we also show the wavefunction which

would be occupied in the negative charge state. This wavefunction has A′′ symmetry

and is similar in character to the lowest unoccupied wavefunction of the single 〈110〉
interstitial plotted in Fig. 6.5 (a). A total of 40 % of the wavefunction is localised upon

the two equivalent atoms which is purely p-like in character.

II: The calculations revealed a new structure which also possesses C1h symmetry. This
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Electrical levels (eV)

Defect Symmetry (0/+) (−/0)
I C1h Ev + 0.49 Ec − 0.12

II C1h Ev + 0.22 –

III C2 Ev + 0.88 Ec − 0.16

Table 7.3: Calculated electrical levels for I2 defects, I–III.

Figure 7.5: Isosurface plots of the highest occupied (Left) and lowest unoccupied (Right)

wavefunctions of I+
2 in the Kim configuration (I). The defect is shown viewed from roughly

[010] in the upper figures and from the [001] direction in the lower figures.

defect can be described as a [110] dimer placed at a bond centred site and is shown in

Fig. 7.3. In fact, the structure results from only a small movement of atoms from the Kim

structure yet it constitutes a distinct defect with its own energy minimum. The Kohn

Sham states are shown in Fig. 7.4. The electronic structure is similar to that for the Kim

defect (I) but the empty states lie close to the conduction band and the filled states are

lower in energy than those of the Kim defect. Calculation of the electrical level predicts a

donor level at Ev + 0.22 eV but no acceptor level is found. The highest unoccupied level

is plotted in Fig. 7.6. Mulliken analysis of this state shows that 18 % of the unpaired

wavefunction is localised upon the two equivalent atoms at the defect core. 14 and 7 %

is localised upon the two unique atoms which lie in the defect mirror plane.
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Figure 7.6: Isosurface plot of the highest occupied wavefunction of I0
2 II.

Figure 7.7: Isosurface plots of the highest occupied (Left) and lowest unoccupied wave-

function of I0
2 III.

III: Structural optimisation of the defect originally proposed by Lee et al [4] was

performed with the symmetry constrained to C2. The relaxed defect in the neutral charge

state is of the form shown in Fig. 7.3(III). The relaxation is considerable. Most notably,

the two equivalent atoms which lie on the [001] axis rotate about C2 so that they approach

the [011] direction. Thus the optimised structure is closely related to the Kim structure

but the defect symmetry is now in agreement with that of the P6 EPR centre.



114 CHAPTER 7. THE DI-INTERSTITIAL IN SILICON

negative neutral positive

bond I III I II III I II III

a 2.43 2.26 2.45 2.37 2.26 2.47 2.38 2.35

b 2.43 2.24 2.43 2.39 2.23 2.47 2.43 2.27

c 2.30 2.39 2.25 2.33 2.36 2.27 2.36 2.36

d 2.42 2.33 2.57 2.17 2.35 2.55 2.24 2.39

e 2.35 2.33 2.37 2.34 2.34 2.37 2.33 2.37

f 2.34 - 2.32 2.31 - 2.32 2.31 -

g - - - 2.33 - - 2.43 - -

Table 7.4: Bond lengths of I2 defects. The bond labels a−g (Å) are explained in Fig. 7.3.

The KS eigenvalues are shown in Fig. 7.4 and are similar to those of the Kim structure

(I). The defect is calculated to possess a donor level and acceptor level at Ev + 0.88 and

Ec − 0.16 eV respectively. The highest occupied wavefunction of the neutral defect is

plotted in Fig. 7.7 (Left). Clearly the wavefunction is localised largely upon the two

equivalent atoms at the defect core. Mulliken analysis places 18% of the wavefunction

at each of these sites with less than 3% at the unique site. This is in contradiction to

the hyperfine analysis results of P6 where the major part of the unpaired wavefunction

is localised upon the unique atom. Thus although the defect symmetry and structure is

consistent with P6, the unpaired wavefunction of the positive charge state is at odds with

the hfs of P6.

In the negative charge state we would expect the unpaired wavefunction to be of the

form shown in Fig. 7.7 (Right) which depicts the lowest unoccupied wavefunction of I0
2

(III). This wavefunction corresponds very well to the observed data on the P6 centre. We

find that 25 % of the wavefunction lies at the unique site and 3 % is localised upon the

two equivalent sites which are connected to the unique site by bond e in Fig. 7.3.

The total energies of the di-interstitial defects are given in Table 7.5. In the positive

and neutral charge states, structure II is calculated to be lowest in energy. Supercell

results using AIMPRO [91] agrees with this result for the neutral charge state, finding

structure II to be 0.08 eV lower than I and 0.98 eV lower than III. In the positive charge

state, structure I becomes lowest in energy with structures II and III 0.19 and 1.1 eV

higher in energy. Defect II was not optimised in the negative charge state because the

calculations predict no acceptor level. The energy difference between structures I and
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III was calculated to be 0.6 eV with structure I lowest in energy. This last result differs

greatly from the cluster result. Furthermore, the structure of defect III is different from

that calculated using the cluster method. The defect relaxes into C2v symmetry. The dis-

crepancies between the energies and structures calculated using the supercell and cluster

codes are not usually so great and probably results from a rather flat energy surface for

intraconversion between different interstitial structures. The energetics arising from the

supercell method are generally the more reliable values.

7.5 Conclusions

Three low-energy di-interstitial defects were investigated. These structures were chosen

because they relate closely to those suggested previously by both theorists and exper-

imentalists. In each case the electrical levels were calculated and the character of the

wavefunctions pertinent to the unpaired electron of relevant charge states was assessed.

We can make several conclusions:

Charge state I II III

- +0.12 – 0.0

0 +0.75 0.0 +0.58

+ +0.27 0.0 +0.14

Table 7.5: Energies (eV) relative to the lowest energy defect of the charge states of the

di-interstitial models in silicon I-III calculated using AIMPRO cluster code.

• There are two low energy di-interstitial structures which possess C1h symmetry.

Whilst the unpaired wavefunction of I+
2 (I) is consistent with the P6 hyperfine

data, the defect symmetry excludes it from being P6.

• The defect structures proposed by Lee and Corbett [6, 90] are not stable but one

quite low energy defect with C2 symmetry (defect III) results from the optimisation.

The wavefunction of the positive charge state, however, is inconsistent with the

hyperfine measurements of P6.

• The electrical level calculation shows that defects I and III can be negatively charged.

Importantly, defect III has the correct symmetry and unpaired wavefunction local-

isation to explain P6.
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Thus the only structure and charge state which can explain the low temperature

symmetry and hyperfine character of P6 is defect III in the negative charge state. Whilst

this result is encouraging there are still difficult issues unresolved. In particular, the defect

model must explain the observed charge state and reorientation kinetics but also should

be very low in energy compared with the other di-interstitial models.

Although the charge state of the P6 defect has been suggested to be positive, there

appears to be no good reason for the assignment. The defect is observed in intrinsic

(dopant concentration < 1012cm−3), p-type (1.1×1016cm−3) and n-type (1.6×1016cm−3)

neutron irradiated material [83]. In fact, the initial doping concentration has no observable

effect on the resistivity of the neutron irradiated material and so the dopant level is no

indicator of the Fermi-level position. Furthermore, the observation of two charge states of

the divacancy in irradiated n-type Si has demonstrated that the Fermi-level varies from

region to region within the crystal [11]. Thus the possibility that P6 arises from the

negative charge state of the di-interstitial can be easily reconciled with the experimental

observations. The calculation of the level positions of defect III however indicate that the

acceptor level lies within 0.2 eV of the conduction band edge. Thus it seems unlikely that

the defect would be observed in the negative charge state in p-type Si.



Chapter 8

The tri-interstitial

8.1 Introduction

Having looked at the low energy di-interstitial structures in the previous chapter we now

turn to the tri-interstitial. The experimental evidence which is considered in relation to

tri-interstitial will be two-fold (i) The P6 EPR centre : we have seen that the identification

with a di-interstitial is not conclusive and there is a possibility that a tri-interstitial defect

may satisfy the experimental observations. (ii) The W-optical line. The origin of this

prominent centre is a subject of ongoing debate. Evidence arises from the calculations

that a tri-interstitial defect may be linked to this centre.

8.2 Background

The W-centre is formed by electron [92], neutron [93], proton [94] or heavy ion [95]

irradiation of Si containing a wide range of different impurities. The optical centre first

appears following annealing at around room temperature and is stable up to about 320◦C.

Because of the general conditions under which the centre is formed, it is thought to be

an intrinsic centre.

Vibronic band fine structure associated with the optical peak reveals that the defect

has an LVM at 564 cm−1 (70.0 meV). Satellite bands arising from 29Si and 30Si are shifted

by 8 and 16 cm−1 respectively from the 28Si phonon replica. These shifts are surprisingly

large and are close to the expected shifts (10 and 19 cm−1) of the Raman line in Si, when

all the 28Si atoms are replaced by 29Si or 30Si. This led Davies [93] to suggest that the

local mode was produced by a single atom vibrating against its neighbors.

There have been other suggestions that the W-centre is a vacancy related species such
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as the divacancy V2 [96]. The assignment of the divacancy to the W-line resulted from

an investigation of the binding energies of noble gases with V2.

Implantation of Noble gas (NG) atoms into Si gives rise to photoluminescence centres

which bear a close similarity to the W-line spectrum. The He, Ne, Ar, and Kr related

spectra consist of a zero-phonon line shifted from the W-line energy by just a few meV.

The zero-phonon lines are shifted to lower energy and lie at 1012 (He), 1014 (Ne), 1009

(Ar), 1004 (Kr) and 1001 (Xe) meV. The vibronic side bands are very similar in form to

that of the W-line. Moreover, the symmetry of each of these centres has been found to be

trigonal with the exception of the Xenon related defect which is said to have tetragonal

symmetry.

The most likely explanation of these NG related defects is that the NG atoms lie

close to the defect which is responsible for the W-line, thereby perturbing it by a small

amount without being chemically bonded into the lattice. Although it has been suggested

that NG-Si bonds are formed [97], arguments based purely on strain can approximately

reproduce the observed zero phonon line shifts [93]. Given the inert nature of the NG

atoms the strain argument appears favourable. Xe may be an exception as is known to

form compounds with elements which have high electron affinities [96]. This difference in

the propensity to form bonds explain the different symmetry of the Xe centre.

Experiments involving the implantation of Si using a NG ion beam has provided

further valuable information concerning the NG related W-line defects [95]. Following ion

beam etching, the samples require annealing before the appearance of the NG spectra.

For the He case annealing at 150◦C produces the spectrum whilst, following Ne, Ar or

Kr implantation the spectra were not observed until a 250◦C anneal was performed.

The binding of the He atom to the W-line defect was shown to be weak as annealing

at temperatures higher than 150◦C resulted in the disappearance of the Ne line and

corresponding growth of the W-line. This suggests that the He atom diffuses away from

the W-centre with a thermal activation energy corresponding to ∼ 150◦C.

These experiments also demonstrated the existence of a threshold energy to the cre-

ation of the Ne, Ar and Kr defects. The energy required to creating a Frenkel pair has

been approximated experimentally to be 25 eV [11]. From the threshold energies for cre-

ation, the number of vacancies or interstitials which are required for the formation of the

Ar defect was found to be a maximum of four.

One curious finding of the ion-etching experiment was that some NG defects are found

to lie more than 1µm below the ion beam etched surface. This is unusual because the
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estimated implantation depth of the Ar ions is only a few Å and the diffusion barrier of

the large Ar atoms is calculated to be 3.51 eV [96]. Channeling of the atoms can also

be excluded as as the surface region is amorphised. The diffusion coefficient required

to explain the long range migration of the Ar atoms was determined to be D ≈ 5 ×
10−14cm2/s [95]. This extremely high value indicates a complicated athermal diffusion

mechanism.

Estreicher et al [96] has calculated the binding energies of the NG atoms to the centre

of a divacancy. The binding energy is defined as the energy difference between an NG

divacancy complex, and the isolated Td interstitial NG and divacancy. The values were

found to be approximately 2 (He), 3 (Ar), 16 (Ar) and 25 (Kr) eV respectively. These

results led to the proposal that the W-line is due to the divacancy.

There are a number of problems with this assignment arising from the nature of the

divacancy. The divacancy is a well characterised and complex defect. The experimental

background and results of AIMPRO calculations is given here.

The divacancy in silicon in both the single positive (V +
2 ) and negative (V −

2 ) charge

states has effective spin S = 1/2. This gives rise to a degenerate electronic ground state

for the ideal defect thus forcing a Jahn-Teller symmetry-lowering distortion from D3d.

Electron paramagnetic resonance (EPR) studies [8] have confirmed the lower symmetry

ground state (C2h) for both paramagnetic charge states.

EPR studies [8] identified two spin 1/2 centres in e-irradiated silicon, labelled G6

and G7, with V+
2 and V−

2 respectively. Both centres were found to possess C2h symme-

try below 40 K. Above this temperature the signals undergo motional broadening and

narrowing effects resulting from thermally activated reorientations of the defect between

three equivalent Jahn-Teller distortions. Above 110 K, the effective symmetry arising

from the rapid reorientation was observed to be trigonal.

A relaxation of the ideal neutral divacancy in silicon resulted in an inward breathing

motion of atoms. Structures are reported in Table 8.1. To simulate the distorted struc-

tures of V2 in silicon, the initial configurations correspond to an inward distortions as

indicated in Fig.8.2 (b). Stable inward distortions were located for all charge states of the

divacancy in silicon investigated. Importantly, the distortion of the neutral divacancy is

found to be strong. This distortion is fully expected as the eu doublet level is occupied by

two unpaired electrons again leading to a Jahn-Teller distortion. The significance of this

result is that the W-line, observed at very-low temperatures possesses inherent trigonal

symmetry and is therefore inconsistent with the symmetry of the divacancy. Only V++
2
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Figure 8.1: (a) Schematic of the ideal divacancy in silicon. The atoms are labelled fol-

lowing the notation used by Watkins and Corbett[8]. (b) The structure of the divacancy

is summarised with a view down the principal [111] axis.

Charge state D3d C2h

lab, lac lbc

- 3.66 3.71 2.76

0 3.71 3.78 2.92

+ 3.77 3.92 2.94

Table 8.1: Distances (Å) between atoms surrounding the divacancy for the relaxed D3d

and C2h structures in silicon and diamond. Distances are given with reference to Fig. 8.1.

and V−−
2 could have D3d symmetry as they possess non-degenerate ground states. The

former charge species is unknown and the latter is only stable when Ef is greater than

Ec − 0.2 eV. This charge state can be eliminated as the W-line defect can be detected in

irradiated p-Si. There remains the possibility that the excitonic state of the divacancy

possesses D3d symmetry explaining the trigonal nature of the W-line. This explanation

is not adequate however. The excitonic state either involves a positively charged defect

trapping a weakly bound electron, or a negatively charge defect trapping a weakly bound

hole. In both cases the eu level is partially occupied supporting a distortion to lower

symmetry.

On symmetry grounds then it is difficult to explain an identification of the divacancy

with the W-line. Electronic structure considerations also make the assignment question-

able. For any simple point defect there are two pictures which can be used to explain the

optical transition shown in Fig. 8.3. Either the transition is due to the promotion of an

electron or hole from one defect localised state to another (intradefect transition) or the
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Figure 8.2: The effect of a symmetry lowering pairing distortion to C2h on the one-

electron levels of the ideal, D3d divacancy. For clarity, circles indicate the orbitals with

finite amplitude on the defect mirror plane (a) The D3d structure. (b) The large pairing,

distortion to C2h symmetry. A bond is formed between the two atom pairs b, c, and b′,

c′ such that the distances lac = lab > lbc and la′c′ = la′b′ > lb′c′ .

transition occurs between a localised defect state and a near band edge state (excitonic

transition). In the latter case, an electron (hole) is promoted to the conduction band

leaving a positively (negatively) charged defect. In this charge state a shallow level be-

comes existent. The conduction band electron (valence band hole) is then trapped by the

shallow state and radiative recombination occurs subsequently. There are several cases of

excitonic transitions, e.g. the carbon interstitial 856 meV line. In such cases the transi-

tion energy, minus the bandgap energy should be equal to the donor (acceptor) level plus

a small correction, δ, due to the energy of the excitonic state. For the carbon interstitial

we have 1.16−0.856 ∼ 0.28+δ. So here the binding energy of the exciton is ∼ 30 meV. In

the case of an intradefect transition, the energy difference between the highest occupied

level and lowest unoccupied level in the neutral charge state should approximate to the

transition energy. The divacancy is calculated to possess four one-electron levels within

the bandgap which give rise to the experimentally determined donor/acceptor levels1.

Given the crowded nature of the band gap it is difficult to demonstrate how a transition

with energy 1.018 eV could arise.

There is one other serious problem with the assignment of the W-line to the divacancy.

The one-phonon replica corresponds to a local vibrational mode with frequency 564 cm−1.

1The electrical levels of the divacancy have been determined to lie at (0/+): Ev +0.19, (-/0): Ec−0.42,

(=/-): Ec − 0.23 [98, 99, 100]
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Figure 8.3: Possible mechanisms for optical transitions associated with point defects.

General considerations suggest that the broken bonds in all Vn defects will attempt to

rebond in pairs and this reconstruction results in an inward movement of the core atoms.

In turn, this leads to lengthened back bonds with reduced force constants. Such bonds

cannot sustain a vibrational mode above the Raman frequency. The only Vn defect known

to possess trigonal symmetry is V6 but this has been connected with the 1.108 eV PL

(J-line) [12]. Moreover, the stress response of V2, and V6 on one hand, and the W-centre

on the other, are quite different.

We now consider the possibility that the W-line spectrum is due to self-interstitials.

There are indications, see above, that the centre contains no more than 3 or 4 interstitials.

To obtain a trigonal defect, either atoms are inserted along the [111] axis or at least three

atoms are added off the axis. The I1 model can be rejected from the high thermal

stability of the centre and because the defect is first observed only after annealing at

around 50 − 100◦ C. One possible model arises from placing three atoms at the centre

of bonds parallel to the [111] axis as shown in Fig. 8.5. This structure can undergo a

reconstruction which eliminates all dangling bonds and leads to a novel form of I3.

Other models for the tri-interstitial are considered in this chapter. One model (Fig. 8.4

(II)) is studied as this structure has been identified conclusively with I3 in diamond (see

Chapter 10). Given the obvious similarities between the diamond and silicon systems it

is appropriate to compare the energy and properties of this defect with other candidates.

Moreover, this structure has C2 symmetry, and is therefore a potential candidate for the

P6 EPR centre discussed in the previous chapter.

Two other models are studied in detail. Both structures have resulted from molecular

dynamics simulations and they are very similar in nature. The structures reported by

Colombo [9] and Estreicher [96] are shown in Fig. 8.4 (III) and (IV) respectively. A
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surprisingly small movement of atoms converts one structure into the other.

8.3 Method

The wave-function basis consisted of independent s and p Gaussian orbitals with four

different exponents, sited at each Si site. A fixed linear combination of two Gaussian

orbitals was sited on the terminating H atoms. In addition, a Gaussian s and p orbital

was placed at each Si–Si bond centre. The charge density was fitted with four independent

Gaussian functions with different widths on each Si atom and three on the terminating H

atoms. One extra Gaussian function was placed at each Si–Si bond centre. The positions

of all bulk atoms were optimized. Electrical levels were calculated using the method

described in Chapter 4. Cluster size dependence was checked by relaxing the I3 (I)

defect proposed here in three clusters with configurations Si81H70, Si187H116, Si289H144.

Furthermore, two of the relaxed structures are compared with those found using a Si131

supercell. Bond lengths in the defect core were found to vary by less than 2% between all

calculation methods.

8.4 Results

Four structures labelled I-IV were considered in the investigation of I3 (see Fig. 8.4).

We describe their geometries now: (I) Three atoms are placed at bond-centred positions

surrounding a tetrahedral interstitial site, symmetry, C3v.(II) Three [001] split-interstitial

pairs placed at next nearest neighbor positions, symmetry, C2. (III) A substitutional

atom is replaced by four atoms, symmetry, Td [101, 9]. (IV) Three atoms arranged as an

equilateral triangle are placed surrounding a Si–Si bond centre, symmetry, C3v [10].

I: Structure (I) has the remarkable property that all dangling bonds are eliminated

although some bond angles are severely distorted. Although this defect is not the lowest

energy, the fully bonded structure suggests that it lies within a substantial energy well,

requiring a large energy for dissociation. We consider this structure as a candidate for the

W-line. Calculated bondlengths are given in Table. 8.2 for the I3 defect optimised using

both cluster and supercell approaches. Similar structures are calculated in each case. In

particular, three atoms are arranged in an equilateral triangle at the defect centre and

so there are 60◦ angles between bonds. The charge density distribution in these bonds

is, however, almost indistinguishable from that of an ordinary sp3 bonding orbital. The
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II

III IV

I

Figure 8.4: Structures of I3 defects considered. In each case the atoms lying close to

their lattice sites are shaded dark grey. I: Three atoms placed at bond centered positions

surrounding a tetrahedral interstitial site (C3v symmetry). II: Three [001] split-interstitial

pairs placed at next nearest neighbor positions (C2 symmetry). III: A substitutional atom

replaced by four atoms (Td symmetry) [9]. IV: Three atoms arranged as an equilateral

triangle surrounding a Si–Si bond center (C3v symmetry) [10].
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bonds joining the inserted atoms are all compressed but, of particular interest, are the

bonds of atom ab (Fig. 8.5) lying on the C3 axis. These are compressed by 7 %. These

short bonds lead to increased force constants giving rise to several local modes. These

modes were evaluated by finding the energy second derivatives between the core atoms

using both the cluster and supercell method. The frequencies were then found in the

usual way, calculating explicitly the energy double derivatives of 17 core atoms. Now

the observed one-phonon replica must have A1 symmetry, and the highest three modes

with this symmetry calculated using the cluster (supercell) methods lie at 633.2 (648.8)

, 586.4 (561.3) and 572.0 (549.3) cm−1 . Although none of these modes is found to shift

greatly upon the replacement of any unique atoms with 30Si, another explanation for

the apparent 16 cm−1 shift of the one-phonon replica of the W-line arises. We label the

586.4 (561.3) and 572.0 (549.3) cm−1 modes A and B respectively. Both modes arise

from vibrations involving oscillations of bond ab (see Fig. 8.5) and the triangle of atoms

at the defect centre labelled d. The higher mode (A) is due to an in-phase motion of

the two oscillations whereas the lower mode (B) is due to their out-of-phase oscillation.

The localization of these modes on these atoms is highly sensitive to the isotopic mass

of atom b as shown in table 8.3. If the zero-phonon transition was particularly sensitive

to oscillations localised on bond ab it is likely that this transition would couple to the

mode which induces the largest amplitude on this bond. The calculations show that the

localisation of modes A and B on ab is dependent on the mass of atom w. It is possible

then that the apparent isotopic shift of a single one-phonon mode from 564 to 548 cm−1

may be due to the coupling of the zero phonon line to two different modes dependent upon

isotopic mass. Alternatively, the large shift may result from the two modes interacting

so that the large frequency shift of the observed mode has two causes; (i) directly from

the change in mass of atom a and (ii) from the increased interaction with the nearby

mode. The exact magnitude of the coupling of the two modes is not well modelled by the

calculations.

The Kohn-Sham spectrum reveals a fully occupied e-doublet lying at ∼ Ev + 0.4 eV

with an a1 singlet level lying slightly lower in energy. Transition state calculations of the

many-body electrical levels predict that a donor level exist at Ev + 0.09 eV. No acceptor

level is calculated within the band edges consistent with the luminescent energy of the

W-line.

Viewing the structure of I3 along [11̄0], reveals that the defect is nothing more than

a 3-membered chain of [11̄0] interstitials. Such chains have a special significance in the
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Figure 8.5: Schematic showing the structure of I3 (I). Left: A section from the ideal

silicon structure. To form I3, three atoms are placed in bond centred positions indicated

by the filled circles. Right: The fully optimised structure of I3. For clarity, the three

bond-centred interstitial atoms are shown in bold.

Figure 8.6: Contour plot of the charge density in a plane containing the three equivalent

atoms at the defect core of the open form of I3. The contours indicate that the bonds are

close in character to the ideal Si-Si covalent bond.
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Si88H64 Si188H116 Si290H144 Si131 supercell

ab 2.17 2.17 2.18 (+2.9%) 2.19

bc 2.38 2.37 2.42 (−7.7%) 2.36

cd 2.15 2.17 2.17 (−3.4%) 2.17

dd 2.27 2.26 2.27 (−6.8%) 2.27

de 2.18 2.18 2.19 (−6.8%) 2.20

ef 2.35 2.32 2.33 (−0.9%) 2.31

Table 8.2: Calculated bondlengths of I3 (I) showing convergence of the structure with

system size and method employed. Bondlengths are given with reference to Fig. 8.5. For

the largest cluster, variation of the bondlengths from the ideal Si–Si bondlength (2.35 Å)

are given

understanding the structure of extended {311} interstitial defects. These are formed by

irradiation of Si, followed by a heat treatment at around 500◦ C. High resolution transmis-

sion electron microscopy studies [102] have resulted in the construction of a comprehensive

structural model of the defect. The principal structural unit in the defect is a chain of

interstitials lying along [110]. This chain can be inserted so that no dangling bonds are

produced except at the ends of the chains. Uniquely, in I3, the two dangling bonds at the

ends can be linked together creating a stable defect.

II: This defect was optimised in both a cluster and a supercell. The structure is

produced by replacing three next-nearest neighbour atoms which lie in a {001} plane

by 〈001〉 split interstitial pairs. Some reconstruction of the resulting dangling bonds

can be made so that the relaxed structure possesses only two under-coordinated atoms.

In both the cluster and supercell cases the atomic structure was found to be similar

to that calculated in diamond (see Chapter 10) with the exception that the two three-

fold coordinated atoms move towards the unique atom. This result is wholly expected.

Carbon atoms have a propensity for sp2 bonding (as in graphite) which involves three

fully coordinated bonding orbitals which lie in a shared plane with the atom, and a p-

orbital orthogonal to the plane. Thus, in diamond, we expect the three-fold coordinated

atoms to lie co-planar with their bonded neighbours, as found. Silicon atoms do not

share this propensity and, as seen in the vacancy and divacancy, the sp3 bonding is

maintained in under-coordinated defects with three tetrahedral bonding orbitals and a

fourth ‘dangling bond’ orbital. This is the situation calculated for the C2 defect (II).
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Method Isotope Vibrational mode

A B

Si188H116 cluster (i) 586.4 (0.102) 572.0 (0.093)

(ii) 582.4 (0.063) 565.7 (0.113 )

Si131 supercell (i) 561.3 (0.135) 549.3 (0.035)

(ii) 553.2 (0.094 ) 547.4 (0.085)

Table 8.3: Isotopic behaviour of vibrational modes of I3 in silicon calculated using cluster

and supercell method. In each case the vibrational modes frequencies (cm−1) are indicated

when (i) all atoms are 28Si and (ii) atom b (Fig. 8.5) is replaced by 30Si. The localisation

of each mode on atom a is given in braces.

Pure I II III IV

Figure 8.7: KS eigenvalue plots of I3 defects in silicon. The pure cluster eigenvalues are

shown for comparison. The labels I-IV refer to Fig. 8.4

One potential result is that the electrons occupying the dangling bond orbitals overlap

substantially with the unique atom, explaining the hyperfine data observed for P6 i.e.

high unpaired wavefunction amplitude on the unique atom, and a small fraction on two

equivalent atoms.

Two calculations were performed which allow us to exclude defect II as a candidate

for the P6 EPR centre: (i) Characterisation of the unpaired wavefunction of the positive

charge state and (ii) Calculation of the reorientation barrier. The result of the former

calculation is shown in Fig. 8.8. It is clear that the unpaired electronic wavefunction

of the positive charge state is largely localised on the two equivalent atoms (the 3-fold

coordinated atoms), with a small amplitude upon the unique atom (centre of Fig. 8.8), in

contradiction with the P6 data. Mulliken analysis places just 5% on the unique site, with

38% localised over the two 3-fold coordinated atoms. The negative charge state can be
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Figure 8.8: Isosurface plot of unpaired wavefunction of I+
3 (II). The C2 axis of the defect

points directly out of the page.

excluded as this corresponds to the filling of the antibonding state of the dangling bond

orbitals.

The reorientation barrier of the C2 defect was also considered in relation to the low

observed reorientation barrier (0.15 eV) of P6. Reorientation of the C2 structure involves

a mid-point structure with C1h symmetry. Supercell calculations of the relative energies

of the C2 and C1h structures show that the mid-point structure is lower in energy than

the C2 structure. Therefore it is unlikely that the C2 structure would be even meta-stable

as a lower energy defect exists which is very close geometrically.

III: Defect structure III, suggested by Colombo et al [9] possesses Td symmetry and

was optimised in two clusters. The bonds shown in Fig. 8.4 can be reduced to a set

of just two inequivalent bonds. These are of length 2.38 and 2.49 Å in the optimised

defect, substantially longer than the ideal Si-Si bond. It is unusual that the addition of

three extra atoms to a single atomic site should result in a defect with bonds longer than

bulk bondlength but this is resultant from the spreading of the charge density over the

overcoordinated system. This defect would not be expected to support vibrations with

frequency greater than the Raman frequency and this expectation has been confirmed by

supercell calculations [91].

The KS electronic structure (shown in Fig. 8.7) of this defect is complex. The filled
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Figure 8.9: Isosurface plot of the highest occupied state of I3 (III). The state is of e

symmetry and the components of the wavefunction calculated by AIMPRO are shown.

Negative and positive regions are shown in red and green respectively.

states of the neutral defect are of e, t2 and a1 symmetry in order of lowering energy

and some possible defect related states lie around the valence band edge. An empty

singlet state lies within the band gap. One consequence of this electronic structure is that

the positive charge state of the defect would not possess Td symmetry as a Jahn-Teller

distortion would occur. The many-body acceptor and donor levels of this structure are

expected to be similar to those of structure IV.

IV: This defect is very similar to defect III but has C3v symmetry. The bondlengths

are similar to structure III but some bonds are compressed at the defect core. Calculation

of the vibrational modes of this defect show that one local mode lies 40 cm−1 above the

Raman frequency. The mode is found to shift by less than 1 cm−1 when any atom in the

defect core is replaced by 30Si.

As for defect III, the highest occupied level in the neutral charge state is an electronic

doublet. Since the highest occupied state is filled there is no propensity for a Jahn-Teller

distortion. No acceptor or donor level were calculated to lie within the band edges.

The energetics of the defects is shown in Table 8.4. As found for the I2 defects there

is a substantial difference in the energetics of the cluster and supercell methods. The

cluster energetics are considered less reliable because, due to their structural nature, the

defects are centred at quite different positions within the cluster. This means that the

defect-surface interaction may vary widely between two defects. The supercell results

show structure I to be quite high in energy as compared with the compact model IV.

Estreicher et al [103] have reached the same conclusion finding structure I to be 1.7 eV

higher in energy than structure III
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Total energy (eV)

Structure Si184H116 Si64 supercell [91] Si219 supercell [91]

I 0.03 1.47 1.54

II 1.26 – –

III 0.00 0.0 0.0

IV 0.40 0.03 0.17

Table 8.4: Energies (eV) relative to the lowest energy defect of the charge states of the

tri-interstitial models in silicon I-IV calculated using AIMPRO cluster and supercell codes.

8.5 Conclusions

Four forms of the tri-interstitial have been studied. The lowest energy defects calculated

using the supercell method, structures III and IV are of compact form, with substantial

overcoordination of atoms in the defect core. This overcoordination results in weak bond-

ing and hence little local vibrational mode activity is expected for these structures. The

IV defect is surprisingly, calculated to be electrically inactive, but states within ∼ 0.1 eV

of the band-edge are possible given the error of the calculation method. The bonding

arrangements are similar to those found for the 〈110〉 split-interstitial discussed in Chap-

ter 6. Given the low calculated reorientation barrier for the I1 defect, the overcoordinated

tri-interstitials can also be expected to reorient and migrate rapidly. This expectation has

been confirmed by Estreicher et al [103].

The structure identified with the O3 EPR centre in diamond was optimised and found

to be high in energy, with a close by, lower energy structure existing. We conclude that

this defect is an unlikely candidate for the Si-P6 centre.

The final structure considered is not a very low energy defect according to supercell

calculations but has properties which link it with the W-line. The experimental evi-

dence [95] suggests that an unusual process precedes the formation of the NG related

W-defects which involves a rapid diffusion mechanism. It is possible that the meta-stable

form of the tri-interstitial defect (I) is formed as a by-product of this process. Molecular

dynamics simulations have confirmed that I3 (I) can form from separated I + I2 despite

its high energy [103].

One potential explanation of the rapid diffusion of Noble gases is that the Noble gases

are trapped by self-interstitials. The self-interstitial defect diffuses rapidly through the
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lattice, and lowers the barrier to diffusion of the Noble gas atoms. This idea is partially

supported by the recent calculations of Estreicher et al [103] who has shown that I2 and

I3 (IV) can diffuse with very low barriers.

Structure I is an appropriate model for the W-centre. The fact that this defect is

interstitial rather than vacancy related is favourable as experiments have suggested that

interstitials are responsible for the W-line [104, 93]. Additionally, the full four-fold coordi-

nation of the structure implies that it is considerably less mobile than other models for I2

and I3 explaining the stability of the W-line. This idea has been confirmed by molecular

dynamics studies which show that I3(I) shows no tendency to diffuse even after 1000 K.

The vibrational character of the I3 (I) defect can also be used to explain the observed

one-phonon replica, and its isotopic shift. The large isotopic shift observed, however,

is not reproduced directly by the calculations. To explain the shift, we must invoke an

argument involving two interacting local vibrational modes.

The energy (1.018 eV) of the zero phonon transition is also explained by the I3

(I) model. Calculation of the electrical levels shows that a single donor level lies at

∼ Ev + 0.1 eV. An electronic transition from this state to a state close to the conduction

band edge would have energy close to that observed.

In summary, a fully rebonded model for the tri-interstitial represents a strong candi-

date for the W-line although conclusive identification is lacking. Two compact models, III

and IV are optimised and found to be lowest in energy. The weak bonds of these defects

supports little local vibrational mode activity and implies low barriers to diffusion.



Chapter 9

The tetra-interstitial in silicon

9.1 Introduction

Recently, evidence has emerged that the structure of small self-interstitial aggregates is

markedly different from that of the {311} extended defect. The transient supersaturation

of a system undergoing Ostwald ripening has been exploited to estimate the formation

energies of small interstitial aggregates [105]. These experiments demonstrated that magic

numbers exist for interstitial aggregates in the early annealing stage. I4 and I8 are found

to be particularly stable with a transition at n & 10 to a broad range of defects with the

characteristic energy of {311} condensates. Furthermore, optical studies [106] confirm

this picture, indicating that a structural transformation from I clusters to {311} defects

occurs at ∼ 600◦C.

9.2 Background

Deep level transient spectroscopy (DLTS) studies of Si ion implanted silicon has also

provided information on the early stages of the ripening process [107]. Two donor (0/+)

levels at Ev + 0.29 eV and Ev + 0.48 eV associated with small interstitial clusters are

found to dominate the DLTS spectrum before the emergence of a different DLTS signal at

Ev +0.50 eV. The latter level exhibits carrier capture kinetics typical of extended defects

and is associated with {311} condensates. The Ev + 0.29 eV level has been observed

previously in carbon implanted silicon and was correlated with the EPR centre labelled

B3 [76].

B3 is a prominent S = 1
2 centre, observed in boron doped, neutron irradiated and

heat-treated silicon [84, 108]. It is first observed upon annealing at around 200◦C and

133
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g1 g2 g3 θ

[108] 2.0159 2.0051 2.0051 90◦

[84] 2.0166 2.0054 2.0054 90◦

Table 9.1: Tabulation of g-values determined from the B3 spectrum in silicon.

completely anneals out at 500◦C [108, 84]. B3 is one of only eight defect centres observed

in irradiated silicon which have been reported to possess D2d symmetry and its presence

to high temperatures suggests a remarkably stable, simple secondary irradiation product.

The centre is observed in very high concentrations (5 × 1016 cm−3) under optimum con-

ditions. Extensive studies of the B3 centre [84] showed that it exists in the positive and

neutral charge states with S = 1/2 and S = 0 respectively and also that the symmetry is

not resultant from Jahn-Teller distortion.

Since the concentration of the defect is much larger than the oxygen or carbon concen-

trations detected in the samples used, the defect is assumed to be intrinsic. Additionally,

no hyperfine interaction due to impurity atoms could be detected. The defect is not

thought to be vacancy related for two key reasons. Firstly, only V1 and V5 amongst the

small vacancy aggregates could possess D2d symmetry, but in conflict with the obser-

vation, these could only result from Jahn-Teller distortions. Secondly, vacancy defects

possess hyperfine character which reflects the high electron localization on 〈111〉 dangling

bonds whereas the B3 centre in no way reflects this degree of localisation.

Analysis of the hyperfine structure reveals further information about the defect struc-

ture: (i) the defect centre is probably vacant (ii) two equivalent Si atoms lie along the

[001] axis. (iii) only 9% of the unpaired electron is localized on each of these two atoms

and (iv) the electronic wavefunction is predominantly p-like with only 6% s character.

The structure for I4 investigated here as a model for the B3 EPR centre was proposed

previously, originally as a candidate building block for extended defects observed in irra-

diated diamond [109] and subsequently as a model for I4 in silicon [110, 5]. The I4 defect

is constructed by replacing four next-nearest neighbour atoms which lie in a common

{001} plane with four 〈001〉 split interstitial pairs (Fig. 9.1). Optimization of the struc-

ture demonstrates that each atom pair forms bonds with the neighboring pairs, resulting

in full four-fold coordination. The defect possesses symmetry operations which identify

it with the D2d point group (see Table 3.1, consistent with the symmetry assignment of

the B3 EPR centre.
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In the discussion section, the implications of the identification of the B3 EPR centre

are analysed. In particular, the properties of I4 are examined in relation to defect related

spectra observed by DLTS, optical and infra-red spectroscopy.

[110]

[110]
[001]

l
a

a

l

l

l

1

2

3

4

Figure 9.1: Schematics showing the structure of the tetra-interstitial in silicon. Left: A

section of the silicon structure. To form the defect, four next-nearest neighbor atoms

(shown in bold) are replaced by [001] orientated atom pairs. Right: The fully optimized

structure of I4 in silicon. For clarity, the four [001] split interstitial pairs which make up

the defect are shown in bold. The reconstructed bonds which link the interstitial pairs

are shaded.

9.3 Method

The interstitial defects are studied with both cluster and supercell methods. The wave-

function basis consisted of independent s and p Gaussian orbitals with four different

exponents, sited at each Si site. A fixed linear combination of two Gaussian orbitals was

sited on the terminating H atoms. In addition, a Gaussian s and p orbital was placed at

each Si–Si bond centre. The charge density was fitted with four independent Gaussian

functions with different widths on each Si atom and three on the terminating H atoms.

One extra Gaussian function was placed at each Si–Si bond centre. The positions of all

bulk atoms were optimized. Electrical levels were calculated using the method described

in Chapter 4. Cluster size dependence was checked by relaxing the I4 defect proposed

here in three clusters with configurations Si88H64, Si188H120, Si290H144. Furthermore, the

relaxed structures are compared with that found elsewhere using a Si196 supercell. Bond
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lengths in the defect core were found to vary by less than ∼ 2% between all calculation

methods.

9.4 Results

The calculations show that I0
4 possesses bond lengths and bond angles close to their ideal

values (2.35 Å and 109.47◦ respectively), in agreement with previous ab initio calcula-

tions [5]. In particular, the bond angle distortions in the defect core of I4 relaxed in the

Si290H144 cluster were found to be within the range −0.9 to −11.8% of the ideal bond

angle compared with −1.3 to −13.2% found using a 196 atom supercell [5]. The bond

lengths of the neutral and positive charge states are given in Table 9.2. Also shown are

the bond lengths of the defect relaxed in a 196 atom supercell [5]. All bondlengths are

calculated to be within 5% of the bulk value (2.35 Å), supporting the assertion that this

is a remarkably stable defect. Also note the good agreement between the cluster and

supercell results.

Bond Si84+nH64 Si184+nH120 Si286+nH144 Si196 supercell [5]

l1 2.27 2.26 2.27 (−3.4 %) (−2.7 %)

l2 2.29 2.29 2.30 (−2.1 %) (−1.7 %)

l3 2.21 2.22 2.24 (−4.7 %) (−3.2 %)

l4 2.39 2.34 2.36 (+0.4 %) (−0.3 %)

Table 9.2: Calculated bondlengths of I4 in three cluster sizes compared with Si196 su-

percell [5] results. Bondlengths l1−4 are given with reference to Fig. 9.1. For the largest

cluster used the deviation from the ideal Si–Si bondlength (2.35 Å) is given.

Since the defect possesses D2d symmetry, it is a potential candidate for Jahn Teller

distortion. Investigation of the Kohn Sham electronic levels of the relaxed defect (see

Fig. 9.3), however, shows that the highest occupied level is an orbital singlet and thus

the centre would not be Jahn Teller active for the 0, +, 2+ charge states. Two electronic

levels lie in the lower half of the band gap. Possible shallow one-electron levels lie close

to the conduction band edge. The calculated many-body electrical levels of the centre

reveal that the defect possesses no acceptor level but a donor level does exist.

The position of the donor level of I4 was found by comparing the ionisation energy

of I4 with that of the carbon-interstitial which has an experimentally determined donor
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level at Ev +0.28 eV [31]. The calculations were performed in all three clusters and the I4

ionisation energy was found to be 0.01−0.12 eV higher than that of the carbon-interstitial

placing the I4 donor level between Ev +0.16 and Ev +0.27 eV (see Table 9.3). This result

is consistent with the correlation of the Ev + 0.29 eV hole trap with the B3 centre [76].

No other electronic levels are calculated to lie within the band gap. This determination

of an electrical level associated with I4 is in contradiction with previous results [5] and

is probably resultant from the more reliable electronic level calculation method employed

here. The association of a donor level with this fully-coordinated structure may be ex-

pected as a result of the compressive strain in the defect core. The compression of bonds

leads to increased interaction between sp3 orbitals on next-nearest neighbors, increasing

the valence band width and pushing states into the band-gap region. The donor activity

then arises from these filled states displaced upwards from the valence band edge. The

highest occupied wavefunction of the positive charge state is plotted in Fig. 9.2.

Defect Si88H120 Si188H120 Si290H144

Ci -4.9478 -4.7556 -4.6242

I4 -5.0635 (Ev+0.16) -4.7680 (Ev+0.27) -4.7275 (Ev+0.18)

Table 9.3: Calculated ionisation energies of Ci and I4 in clusters of different size. The

values in brackets are the donor level positions resulting from each calculation.

The vibrational modes of the defect were calculated in the Si188H120 cluster. The

energy double derivatives were calculated explicitly for the first 18 atoms at the defect

core. Because of the high symmetry of the defect, and the large number of equivalent

atoms at the centre of the defect it is not likely that any of the mode frequencies will be

strongly affected by any individual atom being replaced by 30Si or 29Si.

9.5 Discussion

An important characteristic of an anisotropic defect is the stress or piezospectroscopic

tensor [25]. The energy of a defect within a strained crystal is ∆E = TrB · ε where B

is a traceless stress tensor. In the absence of any imposed stress, one third of the I4

defects are aligned along each 〈100〉 axis. Imposing a tensile stress along [001] lowers the

energy of those I4 centres with this orientation and, if the defect can reorientate, leads to

a decrease in the numbers of defect aligned along [100] and [010]. Experiment [84] shows
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[110]
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Figure 9.2: Schematics showing the unpaired wavefunction of I+
4 . Left: A 3-dimensional

schematic of an isosurface of the wavefunction. Dark (light) surfaces indicate positive

(negative) regions of the wavefunction. Right: Contour plot of the unpaired wavefunction

on the (11̄0) plane. Contours representing positive (negative) regions are shown by solid

(dashed) lines. Atoms lying in the plane are shown as black circles. Double circles indicate

that two atoms lie equidistant from the plane along [11̄0] and [1̄10] .

that a stress of 180 MPa at 350◦C along [1̄10], leads to twice the number of B3 centres

aligned along [001] as along [100] or [010] 1. This gives a stress tensor whose principal

directions coincide with the cube axes and whose principal values are B1 = B2 = −B3/2

with B3 = −28 eV. This tensor was calculated by first relaxing the volume of a 100

atom unit cell containing the defect and then imposing a strain along the cube axes (as

described in Chapter 4). The results give B1 = B2 = −B3/2 with B3 = −33 eV. The

negative value to B3 means the defect exerts a considerable compressive stress along the

principal axis.

1The intensity of the B3 EPR lines are related to the number of B3 centres orientated parallel (nA) or

orthogonal (nB) to [001] by IA/(IA + IB) = 0.7nA/(0.7nA +nB). This takes into account the dependence

of the transition matrix element on direction of magnetic field
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Figure 9.3: The Kohn-Sham electronic levels of the tetra-interstitial in silicon. The levels

are shown for the optimised defect in three different (tetrahedral interstitial site centred)

clusters: (a) Si88H64 (b) Si188H120 (c) Si290H144

Calc. frequency (cm−1) Symmetry Localisation IR active

576.9 e 2.7 Y

574.3 b1 2.6 N

574.0 a1 2.8 N

557.1 b2 2.0 Y

556.5 e 2.1 Y

556.5 a1 2.2 N

553.5 a2 1.2 N

551.4 e 1.5 Y

Table 9.4: Calculated vibrational modes and symmetries for I4 in silicon. The localisation

of the vibrational mode is estimated by calculating the total amplitude squared of the

mode on the 14 core atoms as a percentage of the sum of the squares of all the atomic

vibrational amplitudes in the cluster.
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The formation energy of the I4 defect, Ef (I4), relative to four bulk atoms was calcu-

lated using the supercell method to be 8.7 eV. Experimental determination of this energy

gives a value of around Ef (I1) + 3.4 eV [105]. The formation energy of the isolated 〈110〉
orientated interstitial was calculated Ef (I1), to be 3.9 eV. This brings the calculated for-

mation energy of I4 to Ef (I1) + 4.8 eV, in reasonable agreement with the experimental

value [105]. The binding energy of I4 relative to four separated [110] orientated interstitial

atoms is calculated to be 6.9 eV.

The high thermal stability of B3 is explained by the low formation energy calculated

for I4. This result is expected from the I4 model because of the near ideal bonding

arrangements of all atoms. The model also explains the finding that I8 also possesses

remarkably low formation energy [105]. Clearly, eight [001] split-interstitial pairs can be

sited on a (001) plane resulting in the formation of two neighboring I4 defects. It is

likely that this (I4)2 defect will possess a lower formation energy per interstitial than two

separated I4 units due to the mutual strain relief interaction between the units. The large

increases observed in the formation energies of the defects I5, I6, I7 relative to I4 and I8

is also consequent from this model as these intermediate defects are unable to achieve full

coordination.

The correlation of I4 to experimental spectra may possibly be extended to observations

in photoluminescence (PL) and absorption. The 1039.8 meV zero phonon line (labelled

I3 or X) is produced by neutron, proton or ion implantation between 230 and 530◦C

independently of carbon or oxygen doping [111] and has been classified as an intrinsic

centre [112]. As with the B3 EPR centre, the X-centre is suggested to have inherent D2d

symmetry from stress measurements and consideration of the vibronic bandshape [111].

For the reasons discussed above this symmetry point group is inconsistent with the defect

being a small vacancy cluster. The D2d symmetry assignment is however uncertain, as the

measurement may have been dominated by the stress response of the conduction band. If

this is the case, it would imply that a considerable stress is induced by the defect roughly

along [001] but does not identify the defect symmetry.

Isochronal annealing experiments show the 1039.8 meV zero phonon line intensity

appears to increase at the expense of another zero phonon line labelled W [113]. The

W-optical spectrum is also classified as an intrinsic centre and experiments suggest that

is an interstitial rather than a vacancy aggregate [93, 104] (see Chapter 8). This supports

the identification of the X-centre with I4 and suggests that the W-centre is a smaller

aggregate, I2 or I3 which is the precursor to the I4 defect.
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Calculation of the matrix elements for dipole transitions between the defect states in

the band gap region was performed. A number of transitions are allowed between near

band edge states with radiative lifetimes around 1–5µs. The fastest of these transitions

occurs between states of b2 and a1 symmetry. The large 〈001〉 stress response indicates

that the X-line transition involves a shallow excited conduction band state, and assuming

that the PL arises from a bound exciton, the donor level is placed around Ev + 0.1 again

consistent with the calculation (∼ 0.20 eV but in conflict with the DLTS assignment to

B3 [76].

The compressed bonds in the defect core result in increased force constants which are

expected to give rise to vibrational modes with frequencies above the maximum lattice

frequency (523 cm−1). Infra-red studies [114] of neutron damaged silicon show that two

local mode peaks are indeed observed at 530 and 550 cm−1 which are attributed to

intrinsic defects. These modes are observed following irradiation at 130◦C and survive up

to ∼ 550◦C. These annealing temperatures are in reasonable agreement with those of the

B3 EPR centre. The local vibrational modes of the optimized I4 defect were calculated

using the cluster method. A series of local modes were calculated to lie within 30 cm−1 of

the calculated maximum lattice frequency (536 cm−1). The two highest infra-red active

modes possess frequencies 577 and 557 cm−1 (see Table 9.4).

The calculated electronic and structural properties all support the identification of I4

with B3 EPR centre. The defect symmetry, D2d matches that of the B3 EPR centre.

The defect structure is wholly consistent with the interpretation of the nuclear hyperfine

interaction data on B3 [84], having no atom present at the defect centre and two equivalent

atoms (labelled a in Fig. 9.1) lying along the principal 〈001〉 axis. The wavefunction

occupied by the unpaired electron of I+
4 is shown in Fig. 9.2. Clearly the unpaired

wavefunction is spread over a number of atoms, whilst the largest amplitude lie near

atom sites labelled a. Mulliken analysis shows that 6% of the unpaired wavefunction is

localized near atom a in excellent agreement with the value obtained from 29Si hyperfine

measurements (9%). The unpaired electronic wavefunction is found to be strongly p-

like in character consistent with the 94% anisotropic component observed. Hyperfine

splitting due to interaction with other nuclei is also observed in the B3 spectrum. These

were not resolved and therefore no further detailed information regarding other nearby

nuclei could be ascertained. The Mulliken analysis, however, shows that around 3% of the

unpaired wavefunction is localized upon each site labelled b and another 3% is localized

near the sites labelled c. It is probable that the unresolved hyperfine splitting is a result
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of interaction with nuclei at sites b or at c.

9.6 Conclusion

The results of the calculation allow the identification of I+
4 with the B3 EPR centre

observed in irradiated p-type silicon. Its formation circumstances, symmetry, structure,

electronic character and stress response strongly support this assignment.

The calculated electrical activity is consistent with the correlation of the B3 EPR

centre with the 0.29 eV DLTS signal. The calculations support a tentative link of the

X-optical centre with the B3 EPR centre and the optical properties of the I4 defect are

calculated to be in reasonable agreement with this assignment. However, it is unlikely

that both the DLTS assignment and the optical assignment are correct as they appear

contradictory: If the X optical centre (transition energy, E = 1.039 eV) is due to I4

then, for this to be an hole-excitonic transition there must exist a donor level at around

Ev +0.12 eV. This value is substantially lower than the DLTS level energy of Ev +0.29 eV.

Thus further experimental study of these defect spectra is required.

The vibrational properties of I0
4 were calculated showing that the defect gives rise

to a series of local modes lying close to the Raman edge. The highest infra-red active

vibrational frequencies lie at 577 and 557 cm−1 and could conceivably be identified with

two defect modes observed in irradiated Si [114].

The structure of the I4 centre clearly excludes it as an embryo for aggregation of the

{311} defects. This marked structural difference between small aggregates and extended

interstitial defects, however, is supported by optical, DLTS and transient supersaturation

experiments.



Chapter 10

Self-interstitial aggregation in

diamond

10.1 Introduction

Diamonds are categorised in terms of their impurity content and in what form the im-

purities exists. The method of classification was originally developed to assess the gem

quality of natural stones and uses the presence, or absence of optical absorption centers.

Diamonds containing detectable concentrations of nitrogen are “type I” diamonds whilst

nitrogen-free diamonds are termed “type II”. Type I diamonds are further classified de-

pending whether the nitrogen exists as a substitutional defect (type Ib) or as a nitrogen

aggregate of some kind (type Ia). Type II diamonds are either very pure (type IIa) or

contain detectable concentrations of substitutional boron (type IIb).

The understanding of the behaviour of self-interstitials in diamond is of increasing

relevance to industry. This has resulted from the discovery of new potential applications

for diamond for use in electronic devices such as particle detectors. One key advantage

of diamond-based material for these devices lies with its radiation hardness. Thus, used

as a particle detector, the working life could be extended dramatically in comparison

with Si-based detectors. Another advantage of diamond over silicon is the high thermal

conductivity which may favour its use in high power devices. For such devices, intrinsic

defects may be introduced during processing stages such as dopant introduction by ion

implantation as well as during operation.

In diamond, the current state of knowledge about self-interstitials is quite different

to that in silicon. Although the extended interstitial defect known as the platelet has

143
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received much attention from experimentalists [115, 116, 109, 117, 118] the structure, and

even composition, of the defect is still the subject of debate. On the other hand, the

structures of both the single self-interstitial (I) and a form of the di-interstitial (I2) have

been identified with electron paramagnetic resonance (EPR) centers [119, 120].

10.2 Background

Early theoretical investigations [121] first suggested that I1 in diamond is a 〈001〉 split-

interstitial, as shown in Fig. 10.1. All atoms are fully coordinated in this structure apart

from the two equivalent central atoms. These atoms each make three bonds, so that

they lie co-planar with their neighbours. This sp2 bonding arrangement also gives rise

to p-orbitals on each atom, directed perpendicular to the plane of the bonding orbitals.

These degenerate non-bonding orbitals lie along [110] and [11̄0] and were later calculated

by Briddon et al [122] to be separated by 1.26 Å and to give rise to an half-filled e-doublet

in the upper half of the Kohn-Sham eigen-spectrum of I1. The ground state of the I1

defect has been calculated to be S = 0. It was suggested that the S = 0 defect undergoes

a weak pseudo–Jahn-Teller distortion, effected by a small twist about [001] [122]. This

distortion introduces an element of π-bonding between the p-orbitals and leads to the

splitting of the electronic e-level and to a structure with D2 point group symmetry.

The conclusion that the lowest energy structure for I1 is of the 〈001〉-split form has

now been corroborated by experiment. The R2 EPR centre is observed in type IIa di-

amond following electron, neutron or gamma irradiation [123, 119]. R2 has spin 1 and

D2d symmetry. Measurements taken at 80, 200 and 295 K revealed that the observed

R2 center does actually corresponds to an excited state as predicted by theory. The

energy difference between the paramagnetic and diamagnetic states is found to be just

39 meV [124] substantially smaller than the computed value. R2 is highly stable and

disappears only following annealing at around 600 K.

Hyperfine measurements show that there are two equivalent atoms upon which most

of the unpaired wavefunction is localized. Since the defect has spin 1, the Hamiltonian

fitted to the EPR spectrum contains the term S · D · S taking account of the spin-spin

interaction as described in Chapter 3. The application of the point-dipole approximation

to the measured D-tensor assumes two things: (i) The tensor arises entirely from the

spin-spin dipole interaction (i.e. spin-orbit and other possible components are negligible)

and (ii) the unpaired spin orbitals can be assumed to be point-like. Evidently, the latter
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Figure 10.1: The optimised structure of the isolated [001] self-interstitial in diamond.

assumption is quite severe and the former could also be in serious error. Using the point-

dipole approximation leads to an inter-radical separation for R2 of 2.5 Å. This is in conflict

with the 〈001〉-split model because it is a much larger value than the calculated separation

(1.27 Å) of the two C-radicals. Using the computed separation to estimate the magnitude

of the D-tensor within the point dipole approximation gives D3 eight times larger than the

observed value. Although the point-dipole approximation may be crude, this discrepancy

has cast some doubt on the assignment of the R2 center to a single interstitial.

Another EPR centre has been identified with an interstitial defect. The R1 EPR

spectrum is formed, along with R2 EPR centre, by room temperature e-irradiation of

chemically pure type IIa diamond [123, 125]. The R1 spectrum arises from a spin-one

defect having C2h symmetry. The defect has a magnetic signature characterised by one

of the principal axes of the electron-electron dipole tensor D making an angle of 17◦ with

[110] and lying in the (11̄0) plane.

Irradiated type IIa diamonds absorb light strongly at 1.673 eV. This optical center,

labelled GR1, is assigned to the neutral vacancy [126]. Other absorption lines at 1.685 and

1.859 eV are correlated with the R2 center and anneal out at 700K [127]. The closeness

of these lines to the GR1 band suggested to Lowther and Mainwood [128, 129, 130] that

the R1 and R2 centres are perturbed vacancy defects. However, this suggestion has been

superseded by subsequent experimental work [125]. These detailed investigations [125]

employed type IIa synthetic diamond which was enriched with 5% 13C. The concentrations

of the R1 and R2 EPR centers in this diamond are around 1016 cm−3 and are comparable

with the concentration of neutral vacancies as estimated from the intensity of the GR1

optical absorption band. The R1 defect anneals out between 600-700K and before the

vacancy begins to migrate (around 900K [93]) suggesting that it is a primitive interstitial
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Figure 10.2: The optimised structure of the nearest neighbour form of the di-[001] inter-

stitial in diamond.

defect.

Twitchen et al. [125] analysed the EPR transitions when the magnetic field is rotated

from [001] in the (110) plane with a spin-Hamiltonian that included the dipole term.

The g and D tensors were found by a fit to the data in which the g1 and D1 principal

values were constrained to lie along [11̄0]. From the mirror symmetry of the defect, one

principal axis must lie along this direction. The other principal values and directions of

the D tensor are given in Table 10.3. The values, and the fact that this S = 1 defect has

C2h symmetry suggests that two C radicals inhabit a (110) plane with their p-orbitals,

each containing one electron, pointing along [11̄0]. According to Twitchen et al, 70% of

the spin-density resides on the C radicals. The R1 defect was proposed to arise from the

neutral charge state of a pair of [100] split-interstitials lying at nearest neighbour (NN)

positions [125] (see Fig. 10.2).

The D1 and D3 principal values for the R1 centre are found to be 1.408 and 1.397

GHz and their near degeneracy suggests that the defect possesses axial symmetry. This

can be understood if the spin-density is localised on the radicals and does not overlap

neighbouring atoms. This model suggests that a point-dipole model for D would be

applicable but using the point-dipole approximation the separation is estimated to be

2.65 Å. This distance is larger than the separation of second shell atoms in the crystal

(2.51 Å) and is therefore incompatible with the NN di-interstitial model. One motivation

for the study of the electron-electron dipole interaction is to assess the applicability of

the point dipole approximation.

One other spin-one defect labelled O3 has been reported recently [131]. During the
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annealing-out stage of R1 and R2 this centre appears, or its signal is significantly strength-

ened. Annealing at around 50 K higher results in the disappearance of the centre. O3 is

been classified as a monoclinic II centre nd therefore possesses C2 point group symmetry.

The intensity ratios of the hyperfine satellite lines are used to indicate how many sites

are involved, and the occupancy values, η2 are determined.

The formation and character of the extended defects observed in diamond, termed

platelets, is now briefly discussed. Platelets lie on an {001} plane. They are observed

microscopically in type Ia diamonds following annealing at around ∼ 2000◦C. Much ar-

gument has centred on whether the platelet is comprised primarily of self-interstitials or

nitrogen atoms [109]. The question has arisen because platelets are formed in the anneal-

ing stage of A centres (Ns-Ns). It is known that the A centers migrate, and subsequently

form B centres (VN4), ejecting a self-interstitial in the process:

N2 + N2 → VN4 + I

The nitrogen-rich models for the platelet have received support because platelets have not

been produced in nitrogen-free diamond, even after irradiation (producing self-interstitials)

and high temperature annealing. When such experiments are performed, a random pat-

tern characteristic of the early stages of amorphisation is observed by TEM. This condition

is termed ‘Black Death’ [132].

TEM studies [133] have shown that the platelet leads to a displacement of {100}
planes by 0.4 a0 although displacements as low as 0.33 a0 have been reported for smaller

platelets [134]. Electron energy loss spectroscopy (EELS) studies [118] have demonstrated

that the platelets contain between 0.08 and 0.47 monolayers of nitrogen. This finding gives

strong evidence that nitrogen is not an essential constituent of the platelet. Infra-red

absorption studies [135] show two vibrational modes associated with platelets which lie at

328 and 1358-1373 cm−1 (labelled B′). No dependence on nitrogen isotopes is observed

for B′ mode further supporting the nitrogen-free model for the platelet.

Given that the evidence that the platelet is primarily composed of self-interstitial

atoms, there are two important questions to answer (i) What is the structure of the

platelet? and (ii) What is the formation mechanism? In this chapter the former question

is addressed in relation to the structure of small interstitial aggregates.
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10.3 Method

Both AIMPRO cluster and supercell methods were used to investigate the isolated self-

interstitial and its aggregates. Clusters of composition C98+nH76 and C165+nH100, where

n is the number of interstitial atoms, were employed. The wave-function basis consisted

of independent s and p Gaussian orbitals with four different exponents, sited at each C

site. A fixed linear combination of two Gaussian orbitals was sited on the terminating H

atoms. In addition, a Gaussian s and p orbital was placed at each C–C bond center. The

charge density was fitted with four independent Gaussian functions with different widths

on each C atom and three on the terminating H atoms. One extra Gaussian function was

placed at each C–C bond center. The positions of all bulk atoms were optimized using

a conjugate gradient method. The convergence of the defect structures and D-tensors

was tested with respect to both cluster size and surface treatment. Relaxation of the

terminating hydrogens of the cluster containing the largest defect, I4 gave rise to shifts

of less than 3% in the bond lengths. Similarly, the magnitudes of the D-tensor of I3 were

found to vary by less than 2% with surface relaxation. Increasing the cluster size from

C72H60 to C185H120 resulted in variations in the bond lengths of I1 of under 1%.

The comparison of first-principles, theoretically derived results with EPR data is usu-

ally limited to symmetry and energetics which rarely allows for conclusive identification.

In diamond, the first three interstitial defects (labelled I1 to I3) have ground or low-lying

excited spin-triplet states. Thus they possess an associated spin-spin tensor, D, which

uniquely characterizes them. This quantity is evaluated for I1 to I3.

The dipole contribution to the spin-spin interaction tensor is given by:

Dij =
µog

2β2
e

8π

∫
dr1 dr2 ρ(r1, r2)

{
δij − 3

(r1i − r2i)(r1j − r2j)
|r1 − r2|2

}
|r1 − r2|−3. (10.1)

Here βe is the Bohr magneton, g the electron Landé factor, and ρ is the probability of

locating spins at points r1 and r2. We shall assume that ρ is determined from the two

electrons occupying the two highest spin-up Kohn-Sham orbitals λ, µ. The expression for

ρ is then

ρ(r1, r2) = Ψ(r1, r2)2 (10.2)

Ψ(r1, r2) =
1√
2
{ψλ(r1)ψµ(r2) − ψλ(r2)ψµ(r1)} (10.3)

Consider the case, relevant here, that µ and λ are localized on two C radicals with

separation R. When R is much larger than the localization length for each orbital, then
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the exchange term can be ignored and the point dipole expression for D becomes

Da
ij =

µog
2β2

e

8π

{
δij − 3

RiRj

R2

}
/R3. (10.4)

The matrix Da has three principal values

Da
1 = Da

2 = −Da
3/2 =

µog
2β2

e

8πR3
.

The principal direction of Da
3 is associated with the line joining the radicals. This formula

has often been used but seriously overestimates R, as the distributed nature of the spin–

density is ignored. Here, we compute the integral in Eq. (10.1) using the wave-functions

obtained from AIMPRO. The orbitals ψ(r) were expressed as linear combinations of Gaus-

sian s, p functions and hence the integrals in Eq. (10.1) can be found either analytically

or numerically.

10.4 Results

10.4.1 I1

The structure of I0
1 is shown in Fig. 10.1. The two core atoms are separated by 1.27 Å

compared with 1.42 Å for the C-C bond in graphite.

The Kohn-Sham e-orbitals are substituted into Eq. 10.3 to generate the D-tensor

(Eq. 10.1). The principal values and directions of the D-tensor are given in Table 10.3.

The magnitudes of the D-tensor elements are within ∼ 30% of those of the R2 EPR

center [120, 123].

The migration path for I1 involves the re-orientation of the split-interstitial from [001]

to [010]. The barrier to migration of the single-self-interstitial was previously calculated

from this to be 1.7 eV [122]. This value is in good agreement with the experimental

barrier of 1.6-1.7 eV determined from the loss of vacancies at around 700 K, presumably

through interstitial-vacancy recombination [136, 137].

10.4.2 I2

We now consider the di-interstitial, I2. Three structures were optimised in both spin

S = 0 and S = 1. The simplest structure is the nearest-neighbour form (NN) where

the two split-interstitial pairs form strong bonds. This is the defect identified with the

S = 1 EPR center labelled R1 [125]. The other structures investigated were the next-

nearest-neighbour forms where the split-interstitial pairs either lay parallel (2NN||) or
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Spin Structure

NN 2NN|| 2NN⊥

0 −0.0010 −0.394 +0.704

1 0.0 −0.059 +0.63

Table 10.1: Total energies (eV) of di-interstitial defects calculated using the cluster code.

[100]

[001]

[010]

Figure 10.3: The optimised structure of the next-nearest neighbour form of the di-[001]

interstitial in diamond.

perpendicular (2NN⊥) to each other. The optimised structure for the nearest neighbour

di-split interstitial is shown in Fig. 10.2.

The NN split-interstitial, in the absence of symmetry constraints, has C2h symmetry

in agreement with experimental symmetry for R1 and the spin S = 1 configuration was

found to lie 0.2 eV lower in energy than S = 0. This defect has an inter-radical separation

of 1.7 Å. The calculated principal directions of the D-tensor are in excellent agreement

with the measured ones (Table 10.3) and the principal values are in fair agreement.

Placing two single [001] split-interstitials at next-nearest-neighbor (2NN) positions

results in a structure with C2v symmetry (Fig. 10.3). As for theNN case, a reconstruction

of dangling bonds of the two split-interstitials results from this structure giving a defect

with two non-bonding p-orbitals. The energy difference between the NN and 2NN is

negligible for S = 1 (see Table 10.1). However, the S = 0, 2NN structure was calculated

to be 0.4 eV lower in energy than the S = 1, NN defect. This raises the possibility that,

although the NN di-interstitial is observed by EPR, another, more stable, di-interstitial

exists in a diamagnetic state.

The migration barrier of the di-interstitial has also been calculated. The diffusion
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[001]

[110]

[110]

(b)

(c) (d)

(a)

Figure 10.4: Calculated diffusion mechanism for the [001] orientated di-interstitial in

diamond. The defect migrates through interconversion between the nearest neighbour

structure, (a) and the next nearest neighbour structure (d) via structures (b) and (c).

The two atoms which move the most during the diffusion step shown are shaded dark

grey to aid the eye.
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Figure 10.5: Calculated diffusion barrier for the [001] orientated di-interstitial in diamond.

α = 0 corresponds to Fig. 10.4 (a) and α = 1.0 corresponds to Fig. 10.4 (d).

[100]

[001]

[010]

Figure 10.6: The optimised structure of the of the tri-[001] interstitial in diamond.

method allows constrained structural optimization from various transition-state config-

urations which lie along a vector connecting the initial structure to the final structure.

The initial and final structures were chosen to be the NN optimized structure and the

2NN optimized structure. The barrier to this process was calculated to be 1.8 eV (see

Fig 10.5). Thus the calculated barriers to diffusion of I1 and I2 are roughly equal and

this results explains why R1 and R2 anneal out at the same temperature, ∼ 600 K.

10.4.3 I3

A tri-interstitial structure was constructed by placing three [001] split-interstitials at

next-nearest-neighbor positions as indicated in Fig. 10.6. Structural optimization results

in bond reconstruction so that two 3-fold coordinated atoms remain. Thus the number of

dangling bonds is reduced by four relative to three isolated interstitials, hence accounting

for the defect’s stability. The relaxed structure has C2 symmetry. A unique atom lies
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[100]

[001]

[010]

Figure 10.7: The optimised structure of the of the tetra-[001] interstitial in diamond.

between the two radicals. Both the magnitudes of the calculated D-tensor elements are

in good agreement (within ∼ 15%) with those of the O3 EPR center [131] (Table 10.3)

and the directions are in excellent agreement.

10.4.4 I4

Given the strength of evidence supplied by the calculated parameters, the identification

of O3 with the tri-interstitial is conclusive. The existence of a tri-interstitial with this

structure provides strong evidence for the structure of the I4 defect. The addition of one

further [001] split-interstitial to I3 results in the defect shown in Fig. 10.7. This form

for I4 was shown in Chapter 9 to exist in Si. The structure is found to be similar to

that calculated in Si with all atoms become four-fold coordinated and furthermore, all

bond lengths and angles are close to ideal. The KS eigenvalue structure shows just two

singlet states which lie close to the valence band edge. The calculated formation energy

per interstitial of the I4 defect is found to be less than half of that of I1 demonstrating

its remarkable stability.

10.4.5 Trends

The interstitial defects discussed share the common feature of [001] orientation. To clarify

the close relation between the structures they are shown in schematic form in Fig. 10.8.

One important structural trend is the length of the ‘split-interstitial pair bond’. For the

single interstitial this length is found to be 1.28 Å. As further interstitials are added,
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Structure [001] bondlength(s) Inter-radical spacing Energy per interstitial

I1 1.28 1.28 12.3

I2 (NN) 1.33 1.86 9.3

I2 (2NN) 1.32 2.35 9.0

I3 1.38, 1.33 3.6 7.8

I4 1.47 – 5.5

Table 10.2: Structural and energetical parameters for self-interstitial aggregates in dia-

mond calculated using the supercell method. Bondlengths are given in Å and energies in

eV.

D1 D2 D3 n1 n2 n3

I1: Calc. 0.91 0.91 −1.82 [1 1̄ 0] [1 1 0] [0 0 1]

R2: Expt. [138] ±1.39 ±1.39 ∓2.78 [1 1̄ 0] [1 1 0] [0 0 1]

I2 NN : Calc. 1.19 0.78 −1.97 [1 1̄ 0] [0.21 0.21 0.95] [0.67 0.67 −0.30]

R1: Expt. [125] 1.41 1.40 −2.81 [1 1̄ 0] [0.21 0.21 0.95] [0.67 0.67 −0.30]

I3: Calc. 0.40 0.29 −0.69 [1 0 0] [0.0 0.31 0.95] [0.0 0.95 −0.31]

O3: Expt. [131] 0.46 0.35 −0.81 [1 0 0] [0.0 0.31 0.95 ] [0.0 0.95 −0.31]

Table 10.3: The calculated and experimental principal values (GHz), in descending order,

and principal directions, [n1n2n3], for the spin–spin tensor, D. In each case n3 is almost

parallel to the vector joining the radicals.
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Figure 10.8: (a)–(e) Interstitial aggregates in diamond. NN denotes nearest-neighbour

form, 2NN denotes next-nearest-neighbor form. Each interstitial center is summarised

in two ways. Upper figure : Schematic indicating the positions of the constituent [001]-

split-interstitial pairs on a [110] chain of atoms in the diamond lattice (represented by

the jagged line). Lower figure: The relaxed structures of each defect. The open circles

represent the interstitial atoms shown in the upper figure and the ringed atoms are those

which are three-fold coordinated and possess non-bonding orbitals. Reconstructed bonds

are shown by dashed lines.

there is a mutual strain relief so that we expect this bond length to increase. The val-

ues for all the defects calculated are given in Table 10.2. For I4 this bondlength has

increased to 1.47 Å. The main consequence of this mutual strain relief concomitant with

the addition of interstitial atoms is that we expect the maximum local vibrational mode

frequencies supported by each defect to decrease as the number of interstitials in the

aggregate increases.

Energetically there is another clear trend. Table 10.2 shows the calculated formation

energies for all the defects. The chief source of the reduction in formation energy as the

number of interstitials increases is the reduction in the number of dangling bonds per

interstitial. Calculating the binding energy of each In aggregate relative to n isolated

interstitials shows that between 2.5-4.5 eV is saved through the saving of each dangling

bond.

The electronic structures of the defects I1 to I3 are very similar. Each defect possesses

just two p-orbitals which each give rise to a state above mid-gap. The splitting of the two

sates depends upon the interaction between the electronic orbitals but is less than 1.0 eV

in each case. It is the presence of these two states close in energy which enable the spin 1

states of the defects to be observed by EPR. In the case of I4 there are no mid-gap states

as the defect is fully coordinated.
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10.4.6 Platelets

The structure of I4 suggests a link with the platelet. There have been many models

proposed for the platelet extending over more than 40 years [118, 109, 139], but the most

recent favor a condensation of carbon interstitials onto a {001} plane [118]. As all bonds

are saturated, an array of I4 units, as suggested by Humble [109], and shown schematically

in Fig. 10.9(Squares), is expected to have particularly low energy. However, it is possible to

switch the bond reconstruction from one I4 unit to a neighboring one with the requirement

that each reconstructed bond lies perpendicular to its neighboring reconstructed bonds.

Thus one of the reconstructed bonds in Fig. 10.7 is broken and the atoms with dangling

bonds form bonds with neighboring I4 units. This leads to a plethora of possible models,

the most simple of which are shown in Fig. 10.9.

Recent transmission electron microscopy (TEM) studies [118] show that the [110] and

[11̄0] projections are inequivalent. This property is shared by just three of the reconstruc-

tions shown; the ‘staggered squares’ and the ‘[110] chain’ models. Recent calculations

using supercell AIMPRO [140] show that the ‘staggered squares’ model is the lowest en-

ergy model, although in practise it is likely that a combination of all the topologies might

occur [118].

10.4.7 Conclusions

In summary, the ab initio modeling and the evaluation of the spin-spin dipole tensor

has confirmed models for I1 and I2. For these defects the calculated magnitude of the

dipole-dipole interaction underestimates the observed D-tensor values by up to 30%. It

is likely that the underestimate results from the omission of spin-orbit interaction in

the calculation. Despite this, the calculated directions of the tensor for I2 (NN) are

in excellent agreement with experiment (for I1 the directions are necessarily correct as

they are constrained by symmetry along the cubic axes). The calculated diffusion barrier

of 1.8 eV supports the identification of I2 with R1 nd explains the similar annealing

temperature of R2 and R1.

The calculated symmetry and structure of I3 is in good agreement with the EPR data.

Conclusive proof of the identification of I3 with the O3 EPR centre is however provided

by the D-tensor calculation. In this case the magnitudes are within ∼ 15% of experiment

and the directions are in excellent agreement. The assignment of the O3 EPR center to

I3, a precursor to I4, is then particularly valuable as it has given us a glimpse of the
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[110] chain (in-phase) [110] chain (out-of-phase)

Squares Staggered squares

[010] chain

Figure 10.9: Pure self-interstitial platelet models. Replacing every atom on a {001} plane

by a [001] split-interstitial pair (top left), there are a number of ways of producing a fully

reconstructed platelet. Five different simple reconstructions are depicted. IN each case

the surrounding lattice has been removed for clarity. Each atom is colored depending on

whether it lies in the upper or lower plane to aid the eye.
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pathway leading to aggregation of self-interstitial defects resulting in the formation of the

platelet in diamond.



Chapter 11

Conclusions

In this chapter the main conclusions of this thesis are discussed. Areas where possible

weaknesses lie and topics for further investigation are considered.

In Chapter 5 the properties of vacancy-hydrogen defects in germanium were inves-

tigated using the cluster version of AIMPRO. Th vibrational properties were found to

be in reasonable agreement with the experimental values and the symmetry lowering

distortions, where applicable, were accounted for.

Chapters 6–9 contain an investigation into the self-interstitial defects in silicon, I1

to I4. The main conclusions of Chapter 6 were (i) the electronic structure and ‘over-

coordinated’ bonding of the 〈110〉 self-interstitial can be explained simply through an

LCAO picture (ii) the 〈110〉 can undergo extremely rapid reorientation and (iii) the prop-

erties of the charged self-interstitial at the tetrahedral site were calculated to generally

support the assignments of the E1 and AA12 spectra to this defect although the identifi-

cation is far from conclusive. One possible area for further theoretical work would be to

probe the nature of the Jahn-Teller distortion of the self-interstitial from the Td site in

the positive charge state.

In Chapter 7 the properties of di-interstitials were calculated and compared with the

experimental data on the P6 EPR center. One important conclusion is that the previous

proposal of a C1h structure cannot be fully correct. Three models were considered, and

there properties fully investigated. One defect was found to possess the correct electron

localisation and symmetry to explain the P6 centre but questions remain concerning

energetics and electronic levels.

Consideration of the tri-interstitial in Chapter 8 covered four defect structures. Two of

these were resultant from molecular dynamics calculations and were found to have closely

159
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related geometrical, electrical and vibrational characters. A model with C2 symmetry

was studied resulting in its exclusion as a candidate for the P6 EPR centre. A trigonal,

fully reconstructed model was considered as a model for the W-optical centre observed

in irradiated and annealed Si. The conclusion was drawn that this defect structure con-

stitutes a good model for the W-centre. Further experimental work is required to fully

establish the formation mechanism of this defect.

In Chapter 9 a structural model for I4 was proposed to explain the B3 EPR centre.

The structure, symmetry, electrical character and B-tensor were all found to support the

assignment. It is as yet unclear, however, if the DLTS level at Ev + 0.29 eV, vibrational

modes observed just above the Raman edge, or the X optical centre can also be attributed

to this defect.

The final chapter contains the results of a number of calculations on self-interstitials

in diamond. Calculations of the dipole-dipole tensor for the spin-one centres gives strong

corroboration for the assignments of I1 and I2 to the R2 and R1 EPR centres respectively.

Moreover this calculation allows conclusive identification of I3 with the O3 EPR centre.

The structure of I3 in diamond provides gives very strong indirect evidence that the

structure of I4 is the same as that in silicon. This latter statement has consequences for

the models considered for platelets in diamond and these are discussed.

In conclusion, the properties of several defects in all three elemental semiconductors

have been investigated. All the calculations presented in this thesis, where possible, have

been performed in close collaboration or contact with experimental groups. The strongest

results of this thesis relate to the nature of the self-interstitial – a curiously elusive beast

– and the identification of I4 in silicon.
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