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“For now we see as through a glass, darkly”

—I Corinthians 13:11

“Iamque opus exegi, quod nec Iovis ira nec ignis

nec poterit ferrum nec edax abolere vetustas.

cum volet, illa dies, quae nil nisi corporis huius

ius habet, incerti spatium mihi finiat aevi:

parte tamen meliore mei super alta perennis

astra ferar, nomenque erit indelebile nostrum,

quaque patet domitis Romana potentia terris,

ore legar populi, perque omnia saecula fama,

si quid habent veri vatum prefagia, vivam.”

—Ovid, Metamorphoses Book XV
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Abstract

Spontaneous pattern formation is a well-known phenomenon in the liquid crystal field; the competing

influence of di!erent physical e!ects—surface alignment, chirality, applied electromagnetic fields, smectic

ordering—that favour incompatible ground states typically cause the system to self-organize into some

compromise configuration. The aim of the work presented in this thesis is then to analyse and elucidate

the physical origin of some recently observed examples of pattern formation.

The first system is a nonchiral smectic liquid crystal in a cell with opposing easy axes (a “hybrid-aligned”

cell), which was recently shown to adopt the configuration of an array of fan-shaped domains arranged on

a hexagonal lattice. This system is studied for the first time by confocal microscopy, and the very regular

arrangement shown to be due to nucleation of the domains through an intermediate striped structure.

Comparison is made with earlier work, and the unusual shape of the domains is shown to be very likely

due to surface pretilt at the planar substrate.

The second system is a nematic in contact with a surface patterned with alternate micron-width stripes that

favour homeotropic and planar alignment respectively. It was recently experimentally shown in such a cell

that, even if the easy axis of the planar stripes were set to lie orthogonal to their length, that the nematic

would nonetheless “escape to the third dimension”, rotating to lie along the length of the stripes. It is shown

that this is due to elastic anisotropy and a quantitative model is developed. For the first time, a complete

phase diagram for the system is presented including the possibility of adopting uniform configurations.

The use of such surfaces to construct devices is also discussed and the model extended so as to explain

some anomalous results from e!orts to build Twisted Nematic cells from striped substrates. Finally, static

numerical simulations of the switching of such a device are carried out.

3



Contents

Acknowledgements 13

Introduction 15

I Background 18

1 Liquid Crystal Physics 19

1.1 Liquid Crystalline Order . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

1.1.1 The Nematic Phase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

1.1.2 Smectic Phases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

1.1.3 Order Parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

1.1.4 Theoretical Descriptions of Liquid Crystals . . . . . . . . . . . . . . . . . . . . . 25

1.2 Nematic Continuum Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

1.2.1 Fundamental Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

1.2.2 Formulations of Continuum Theory for Numerical Solution . . . . . . . . . . . . 29

1.2.2.1 Polar Coordinates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

1.2.2.2 Cartesian Director Components . . . . . . . . . . . . . . . . . . . . . . 29

1.2.2.3 Q-Tensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

1.3 Surface E!ects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

1.3.1 Physical Origin of Surface Anchoring . . . . . . . . . . . . . . . . . . . . . . . . 30

1.3.2 Phenomenological Descriptions . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

1.4 Example: HAN Cell Statics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

4



C"#$%#$& 5

2 Microscopy of Liquid Crystal Structures 38

2.1 Polarizing Microscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.2 Confocal Microscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

II Results 53

3 What Configuration does a Smectic-A Adopt in a Hybrid Aligned Cell? 54

3.1 Cell Construction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.2 Polarizing Microscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.3 E!ect of Cell Thickness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.4 Confocal Microscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

3.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4 Models for Smectic-A in a Hybrid-Aligned Cell 79

4.1 Physics of the Nematic–Smectic-A Transition . . . . . . . . . . . . . . . . . . . . . . . 80

4.1.1 Experimental Measurements of the Critical Exponents . . . . . . . . . . . . . . . 81

4.1.2 Self-organized Periodic Structures in other Liquid Crystal Geometries . . . . . . 82

4.2 The “Stripe” Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

4.3 Structure of the V-shaped Defects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

4.4 Behaviour in the Smectic Phase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

4.4.1 In Cells Prepared with Silicon Oxide as an Aligning Layer . . . . . . . . . . . . . 89

4.4.2 The structure of Ruan et al. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

4.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

5 Nematics in Contact with Patterned Surfaces 106

5.1 Applications of Surface Patterning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

5.2 Techniques for Surface Micropatterning . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

5.3 Nematic in Contact with a Striped Surface . . . . . . . . . . . . . . . . . . . . . . . . . 109

5.4 Anomalous Behaviour of Splay-Bend Structures at Short Wavelength . . . . . . . . . . . 113

5.4.1 Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

5.4.2 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114



C"#$%#$& 6

5.4.2.1 Rigid Polar Anchoring . . . . . . . . . . . . . . . . . . . . . . . . . . 116

5.4.2.2 Finite Anchoring . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

5.5 Uniform–Distorted Transition due to Weak Polar Anchoring . . . . . . . . . . . . . . . 120

5.6 Switchable Di!raction Gratings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

5.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

6 Twisted Nematic Cells Constructed From Micropatterned Substrates 128

6.1 A Novel Uniform Configuration in a Micropatterned TN Cell . . . . . . . . . . . . . . 129

6.2 Numerical Simulation of TN Cells Constructed From Micropatterned Surfaces . . . . . . 136

6.3 Simulation of a Twisted Nematic Cell with Micropatterned Surfaces . . . . . . . . . . . 140

6.4 Smectic Liquid Crystals in Contact with Micropatterned Surfaces . . . . . . . . . . . . . 141

6.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

III Conclusions 147

7 Conclusion 148

7.1 Summary of Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

7.2 Open Problems and Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

7.3 Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

7.4 Conference Presentations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

Appendices 155

A Natural Boundary Conditions for Liquid Crystal Problems 155

B Reconstruction of the Director from Microscope Images 157

C Critical Exponents for the Elastic Constants in 8CB 161

D The Nematic Euler-Lagrange Equations 164

E Stability of Explicit Solvers for Nematics 166



List of Figures

1.1 Schematic of the molecular ordering in a nematic phase. . . . . . . . . . . . . . . . . . . 21

1.2 Schematic of the molecular ordering in a smectic-A phase. . . . . . . . . . . . . . . . . . 21

1.3 The six families of surface that are compatible with the condition of constant layer spacing

for an incompressible smectic. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

1.4 Schematic of pure splay, twist and bend deformations which are associated with the K1,

K2 and K3 elastic constants respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

1.5 Two possible configurations for the nematic director field adjacent to a sinusoidal grating;

the uniform planar state has no elastic distortion and therefore lower energy. . . . . . . . 32

1.6 Schematic of smectic layers adjacent to a flat surface. While homeotropic (a) and planar

(b) orientations are compatible, a tilted (c) configuration ought to require the nucleation of

defects. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

1.7 Static HAN Profiles for K1 ! K3, K1 = K3 and K1 " K3 with rigid anchoring. . . . . 37

2.1 Polarizing microscope images taken with crossed polarizers of a hybrid aligned cell with

planar degenerate surface in (a) the nematic phase and (b) the smectic phase. . . . . . . . 40

2.2 Schematic of some possible configurations of the director field around a point disclination

in the plane in which the core of disclination sits with (bottom) simulated images as might

be seen under the polarizing microscope. Disclinations are characterised by their strength

s. Note that disclinations of the same magnitude with opposing signs are indistinguishable

from a single image alone. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.3 Reconstructed in-plane component of a possible configuration of the director field from a

polarizing microscope image of a nematic in a hybrid aligned cell. . . . . . . . . . . . . 42

2.4 The Leica SP5 confocal microscope installed in the School of Physics at the University of

Exeter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

2.5 Schematic of a confocal microscope illustrating how light from the in-focus plane is al-

lowed to pass through the pinhole while light from an out of focus plane is excluded. . . 44

7



L'&$ "( F')*+%& 8

2.6 Schematic of how spatial orientation of a dye-doped liquid crystal produces a variation of

fluorescence intensity within a region at the focus of a pump laser. The anisotropic dye

molecules are aligned in the liquid crystal by the guest-host e!ect and the local average

orientation of the dye molecules is parallel to that of the liquid crystal. . . . . . . . . . . 45

2.7 (Top) Cross sections reconstructed from FCM images of a planar Freedericks cell with

several values of applied voltage. (Below) Intensity profiles obtained by averaging over the

width of each cross section. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

2.8 Intensity profile from cross sections of a 6µm planar cell with no applied voltage, taken

with the alignment direction at 0◦, 45◦ and 90◦ to the optic axis of the polarizer. . . . . 49

3.1 Polarizing microscope image of Ruan et als’fan-shaped structure. . . . . . . . . . . . . . 55

3.2 Ruan et als’model of spherocylinders for the smectic structure . . . . . . . . . . . . . . . 55

3.3 Transmission spectrum of an empty (air-filled) 2.7µm thick cell. . . . . . . . . . . . . . . 57

3.4 Polarizing microscope image of 8CB in a HAN cell in the nematic phase. . . . . . . . . 58

3.5 Polarizing microscope images of the phase sequence of 8CB in a HAN cell as the liquid

crystal goes through the nematic–smectic transition with decreasing temperature. . . . . 60

3.6 Images of the stripe structure under the polarizing microscope where the cell is rotated

with respect to the fixed polarizers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.7 Detailed view of a ‘V’ defect as the cell is cooled from the stripe structure into the focal

conic structure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.8 Polarizing microscope images of the interaction of two opposing ‘V’ defects. (Left) Defects

with a single stripe in common annihilate. (Right) Defects on adjacent pairs of stripes pass

each other una!ected. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

3.9 Polarizing microscope images extracted from a video recording of the phase sequence of

8CB in a HAN cell as the liquid crystal goes through the nematic–smectic transition. . . 64

3.10 Polarizing microscopy image of a hybrid aligned cell in the nematic phase following re-

peated cooling and heating through the nematic–smectic transition. The intensity of illu-

mination is high revealing a “surface memory” of the low temperature “fan” structure even

though the liquid crystal is here in the nematic phase as may be seen from the presence of

disclination lines. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3.11 Focal conic structure with evaporated silicon oxide as the planar aligning layer. . . . . . . 65

3.12 Custom image processing program used to extract the period of the stripes. . . . . . . . . 66



L'&$ "( F')*+%& 9

3.13 (Top) Plot of a single line from a digital polarizing microscope image of the “stripe” struc-

ture. (Below) The period of the structure is found automatically from the Fourier modulus

transform or the autocorrelation function of the signal; both are plotted with arbitrary scales

on the vertical axis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

3.14 Variation of the period of (a) the “stripe” structure and (b) the “modulated stripe” structure

with the cell thickness. Each point represents a single cell and the vertical extent of the

bars indicate 95% confidence intervals. Data from Ruan et als’ paper is shown in red; the

vertical extent has no significance for these points. . . . . . . . . . . . . . . . . . . . . . 70

3.15 FCM Cross section of a HAN cell with an intensity profile obtained by averaging the

image horizontally. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

3.16 Confocal microscope (FCM) image of the disclination between two HAN states. The

horizontal sections are taken from (left) the planar surface at 0.9µm intervals to (right)

approximately the centre of the cell. A reconstructed cross section through the cell (top)

reveals the structure of the disclination and is marked with the location of the horizontal

sections. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

3.17 FCM of the “stripe” structure taken with the confocal microscope . . . . . . . . . . . . . 72

3.18 FCM axial section of a HAN cell near but above the planar substrate of the “modulated

stripe” structure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

3.19 FCM axial sections and cross sections in two sequences of orthogonal planes of Ruan et als’

structure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

3.20 FCPM image of a unit cell from the hexagonal structure in a HAN cell prepared with a

silicon oxide planar surface: (left) reconstructed cross section from a line oriented parallel

to the polarizer through the centre of the domain and (right) axial sections through the

structure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

3.21 Simulated confocal microscope images of a line disclination that separates two opposite

HAN configurations with di!erent pretilt angles at the planar surface; a real FCM image

is shown below. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

3.22 Schematic of the toroidal focal conic domain structure formed by 8CB with a silicon oxide

surface. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.1 Schematic of the model of Cladis and Torza for the “stripe” structure as a wrinkled layer of

nematic coexisting with smectic “wedges”. (Redrawn following [1]) . . . . . . . . . . . 87

4.2 Smectic layer structure around a V-shaped defect using the analogy with edge disclinations

in a smectic. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90



L'&$ "( F')*+%& 10

4.3 Fitted linearized solution to zipper defect with λ/b = 1.4 . . . . . . . . . . . . . . . . . . 90

4.4 Schematic of toroidal coordinates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

4.5 Overhead schematic of a Toroidal Focal Conic Domain (a) identifying distinct regions and

variables for integration (b) shape of the domain with interdomain separation R fixed and

r varying between 1/2 (circular) and 1/
√

3 (hexagonal). . . . . . . . . . . . . . . . . . . 93

4.6 Cross section of a Toroidal Focal Conic Domain . . . . . . . . . . . . . . . . . . . . . . 94

4.7 Contributions to the energy of a Toroidal Focal Conic Domain with the interdomain sep-

aration R = 1, 1/2 < a < 1/
√

3 and d/R = 0.9; the contributions are in ‘bare’ form with

their governing prefactor chosen to be 1. . . . . . . . . . . . . . . . . . . . . . . . . . . 99

4.8 Set of confocal ellipses of di!erent eccentricity with corresponding confocal hyperbola. . 101

4.9 Azimuthal anchoring energy density of a Dupin Cyclide FCD along the planar surface. . 102

4.10 Schematic of a tilted Toroidal Focal Conic Domain . . . . . . . . . . . . . . . . . . . . . 103

4.11 (a) Sections through a Toroidal Focal Conic Domain, at di!erent depths z from the plane

of the defect circle and inclined at an angle ψ to it, showing the polar anchoring energy

density as a function of position. (b) The section that minimizes the total polar anchoring

energy within the red section illustrated. . . . . . . . . . . . . . . . . . . . . . . . . . . 104

5.1 Production of a patterned surface using the photoalignment technique and an appropriate

mask. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

5.2 Nanopatterns inscribed with the stylus of an AFM. The dark arrows indicate the orienta-

tions that the director may align with in the bulk in each of the stable states. . . . . . . . 109

5.3 Schematic of the director field n(x, z) for a nematic with K1 = K2 = K3 in contact with

a surface patterned with period λ and relative homeotropic stripe width a. . . . . . . . . 111

5.4 Schematic of a liquid crystal cell constructed from patterned substrates with stripes of dif-

ferent width; the black regions on the substrates promote planar alignment and the white

stripes promote homeotropic alignment. . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

5.5 Polarizing microscopy images of “splay-bend” and “twist” structures with aligned polar-

izers in di!erent orientations. White arrows represent the wavevector of the patterning.

(Images reproduced with the kind permission of Dr N. J. Smith) . . . . . . . . . . . . . . . . 113

5.6 Numerical integration of the free energy density over the region excluding the two defects

is achieved by dividing the domain into seven regions. . . . . . . . . . . . . . . . . . . . 117



L'&$ "( F')*+%& 11

5.7 Critical azimuthal anchoring energy as a function of a for λ = 10µm, K1 = 1× 10−11N

and with rigid polar anchoring. Solid lines were computed with rc = 10−8m and dashed

lines with rc = 5 × 10−8m. Note that a transition from splay-bend to twist is feasible if

Wφ < Wφcritical. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

5.8 Critical azimuthal anchoring energy as a function of λ with rigid anchoring for a = 0.5,

rc = 10−8m and K1 = 1× 10−11N. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

5.9 Critical azimuthal anchoring energy as a function of the polar anchoring energy Wθ for

a = 0.5, λ = 10µm and K1 = 1× 10−11N. . . . . . . . . . . . . . . . . . . . . . . . . . 121

5.10 Phase diagram showing the regions of stability of the uniform homeotropic (UT), uniform

planar (UP), splay bend and twist configurations for a semi-infinite nematic in contact

with a splay-bend type surface. Critical lines for several values of the penetration depths

associated with (a) polar and (b) azimuthal anchoring are shown. . . . . . . . . . . . . . 123

5.11 Phase diagram showing the regions of stability of uniform states parallel to (U‖) and per-

pendicular to (U⊥) the length of the stripes as well as the distorted configuration for a

semi-infinite nematic in contact with a striped surface with planar stripes of antagonistic

azimuthal easy axis. Critical lines for several values of the penetration depths associated

with azimuthal anchoring are shown. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

6.1 Variation of the amplitude of tilt perturbation in a twisted nematic cell as a function of the

ratio of the twist and splay elastic constants. . . . . . . . . . . . . . . . . . . . . . . . . . 130

6.2 Polarizing microscope images of domains in a 20µm twisted nematic cell constructed from

two micropatterned surfaces with 1µmwide alternate homeotropic and planar stripes. (Im-

ages reproduced with the kind permission of J. Bramble) . . . . . . . . . . . . . . . . . . . . . 131

6.3 Schematic of (a) the High Tilt Twisted Nematic (HTTN) and (b) the Uniform Nematic

(UN) states. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

6.4 Energy di!erence between the Uniform Nematic and High Tilt Twisted Nematic states as

a function of the polar anchoring energy of the micropatterned surfaces. . . . . . . . . . 134

6.5 Schematic of the director field between the HTTN and UN domains. . . . . . . . . . . . 135

6.6 Equilibrium bulk tilt angle θ̄ where nz = sin θ as a function of relative homeotropic stripe

width a with rigid anchoring. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

6.7 Director profiles for a simulated cell of 20µm thickness with identically patterned substrates

of 2µm period for di!erent values of K2/K1. Director values are shown averaged over the

x coordinate. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142



L'&$ "( F')*+%& 12

6.8 Director profiles for a simulated cell of 20µm thickness with identically patterned substrates

of 2µm period for di!erent values of K3/K1. Director values are shown averaged over the

x coordinate. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

6.9 Director profile, averaged over the x coordinate, for a simulated cell of 20µm thickness with

identically patterned substrates of 2µm period at several values of applied voltage; the elastic

constants used are typical of common nematic materials i.e. K3/K1 = 1.6, K2/K1 = 0.6. 144

6.10 FCM images of Dupin cyclide focal conic domains (above) an axial section near the mi-

cropatterned surface (below) reconstructed cross section with fitted hyperbolae. . . . . . 146

B.1 Mapping of the azimuthal component of the director field to the observed intensity. . . . 158

B.2 (a) Deconstruction of a polarizing microscope image of a HAN cell with defects and do-

main wall into a graph representation of its distinct areas showing one possible quadrant

labelling for each node (b) redrawn version of the graph with quadrants labelled by number

and (c) a simplified notation for the same graph. . . . . . . . . . . . . . . . . . . . . . . 159

C.1 Normalized probability distribution functions for the critical exponents associated with the

elastic constants in 8CB (a) the twist exponent ν2, (b) the bend exponent ν3. . . . . . . . 163



Acknowledgements

I &,"*-. -'/% to thank Prof J Roy Sambles, my supervisor at the University of Exeter, for his warmth,

encouragement and motivation throughout the project and for reading draft copies of this thesis.

I am indebted to Dr Nathan Smith, my industrial supervisor at Sharp Laboratories of Europe, for his

support and good humour throughout the project but moreover for first presenting me with the problem

that is solved in Chapter 5 and, together with Catherine Raptis, also for sharing the microscope images

reproduced in fig. 5.5.

It has, also, been a great pleasure to work with so enthusiastic a collaborator as Jonathan Bramble from the

University of Leeds. I am grateful to Jonathan for presenting me with the problem solved in chapter 6

and for a very productive visit to look at a very interesting system with confocal microscopy (the results

of which are presented in section 6.4).

I would also like to thank Prof Paul O’Shea andMrs Kelly Vere of the University of Nottingham for allow-

ing me the use of their Leica SP4 confocal microscope and for helping me obtain some of the microscope

images that were used to produce figures 3.15, 3.16, 3.17 and 3.18 in Chapter 3.

I must also thank Prof Bill Barnes for allowing me the use of the Leica SP5 confocal microscope at the

University of Exeter which was used to produce figures 2.7 and 2.8 in Chapter 2, figures 3.20 and 3.19 in

Chapter 3 and figure 6.10 in Chapter 6.

I’d very much like to thank my mother, Jennifer Atherton and my brother Jonathan Atherton for their

support and encouragement through life and in particular for the time I spent in Birmingham whilst I

wrote this thesis.

I’d also like to thank friends and colleagues from the Thin Film Photonics group at the University of

Exeter; Gemma, John, Steph and Tim, for reading draft sections of this thesis, Sharon, Jim, Steve, Lucy,

Baptiste, Ian, Andy, George, Mike, Alistair, Matt, James, Joe, Pete, Rob, Zhuo and the most recent additions

Ciaran, Tom and James. I’m also very grateful to the sta! at Sutton Coldfield and Birmingham Public

Libraries for assistance with photocopying etc.

Finally, let me thank a few of the many others who have made my time at Exeter so pleasurable: Rachel,

Jemma, Lucy, Mette, Brutus, John, Adam, Luke, Zoe, Laura, Dave, Dona, Anna, Paul, Ash, Kristin, Steve,

13



L'&$ "( F')*+%& 14

Kate, Luke, Nathan, Alain, Lou, Simon, Jo, Sandrine, Matt, Skullfish, Av, Martin, Gail, Dave, Ned, Matt,

Rich, Steph, Bonnie, Sam, Pete, Jo, Amy, Lou, Lucy, Dave, Tim, Ralph and Owen.



Introduction

L
'0*'. 1+2&$3-& are perhaps best introduced from the point of view of their symmetry with re-

spect to the familiar liquid and crystalline phases: An idealized infinite sample in the liquid

phase has continuous spherical rotational symmetry and continuous translational symmetry

while the crystalline phase has only discrete translational and rotational symmetry. It may be imagined

that there might exist phases of intermediate symmetry; perhaps with continuous translational symme-

try but cylindrical rotational symmetry or with cylindrical rotational symmetry but discrete translational

symmetry in one direction and continuous translational symmetry in any orthogonal direction. These two

phases exist—they are known as the nematics and smectics respectively—and all such phases with symmetry

between that of a liquid and a crystal are collectively known as liquid crystals.

The mathematical expressions that describe the energy of a liquid crystal often appear very complicated;

they contain many terms of indefinite sign and many free parameters. The many examples of pattern

formation in liquid crystals, and the very rich variety of possible configurations that may be adopted by

a liquid crystal even within a single device, may be explained by the notion of frustration: di!erent terms

in the free energy may favour incompatible ground states and the actual configuration adopted depends

critically on the value of the governing parameters for each term. In particular, frustration may cause the

liquid crystal to self-organize into an ordered structure on length scales much greater than the size of the

molecules. Recent advances in surface patterning multiply greatly the possibilities to impose conflicting

influences on a liquid crystal film.

The aim of the work within this thesis is to explain the physical origin of the configuration adopted by

several examples of frustrated liquid crystal systems. To do so it shall be necessary to draw on diverse

evidence: from polarizing microscopy and confocal microscopy, previous measurements of the governing

parameters, theories of related or analogous systems from the literature, and many simplified analytical

models as well as numerical studies.

The foundations of liquid crystal physics are set out in Chapter 1 from the established literature. The

di!erent phases are described and the respective mathematical description of their ordering—a quantity

referred to as the order parameter—introduced. The continuum theory used in this thesis, which regards

the liquid crystal as a continuous medium and the order parameter as a di!erentiable field quantity1, is

1The order parameter is continuously di!erentiable over the three dimensional region of liquid crystal except possibly in two or
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described and contrasted with other theoretical descriptions of the liquid crystal phases. Application of

variational calculus to the continuum theory is described and used to solve the simple problem of finding

the configuration adopted by a liquid crystal in a cell with opposing boundary conditions.

To study complicated structures formed by liquid crystal films, it is necessary to have some experimental

tool to examine their configuration. In chapter 2, therefore, the twomicroscope techniques are introduced:

Polarizing microscopy has been used by chemists thoughout the history of liquid crystals to identify liquid

crystal phases and a great deal of useful information about their configuration can be gained in this way; the

much more recent innovation of confocal microscopy permits the reconstruction of full three-dimensional

images of a liquid crystal film and its use and limitations are discussed with reference to the literature.

The first problem addressed is the physical origin of a self-organized periodic arrray of domains, recently

discovered by Ruan et al.[2], that is adopted by a nonchiral smectic liquid crystal in a cell with oppos-

ing boundary conditions upon cooling from the nematic phase. In particular, the physical parameters

that influence the period of the array are explored. The structure is shown in chapter 3 to develop on

cooling through two intermediate configurations that exist over a very narrow temperature range around

the nematic–smectic transition. Each of these intermediate configurations is studied using polarizing mi-

croscopy and confocal microscopy, and many cells with di!erent thickness and surface treatment are each

tested.

In chapter 4 the stability of the intermediate structures is analysed using certain techniques from the

literature. The intermediate structure is very similar to one discovered long ago in much thicker cells and

in the smectic phase those cells adopted a configuration similar to that of Ruan et al.

but more symmetric. A model to explain this di!erence is proposed and the two other explanations that

have been put forward in the literature are shown to be insu4cient.

The second example of a frustrated liquid crystal system to be considered is, in chapter 5, the configuration

adopted by a nematic in contact with a striped surface. A brief review of micropatterning techniques is

presented followed by a thorough review of the literature on striped surfaces. Some experimental results

from Sharp Laboratories of Europe are considered that suggest a nematic in contact with a striped surface

may adopt a configuration apparently inconsistent with the boundary conditions. A model for the system

is developed that shows that this is indeed the case and that the e!ect is due to anisotropic elasticity of the

nematic. The energy of this novel configuration is then calculated and a complete phase diagram for the

case of a semi-infinite nematic in contact with a striped surface presented for the first time. Furthermore, it

is shown that the distortion of the nematic order near a striped surface even with planar degenerate stripes

is usually su4cient to promote a preferred orientation in the bulk.

This e!ect is explored further in chapter 6 which considers cells constructed from micropatterned surfaces.

The model developed in chapter 5 is extended to consider the stability of possible configurations for the

one-dimensional subregions (walls and disclination lines respectively) across which it may change value by some finite amount.
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nematic in an analogue of the well-known Twisted Nematic cell constructed from micropatterned sur-

faces; these results are used to interpret some experimental results from the University of Leeds. Finally,

a numerical simulator of the nematic in a cell with micropattered surfaces is developed that is free of the

approximations made in the analytical models in chapter 5 and the first part of chapter 6; the program

is then used to contrast the behaviour of the micropatterned TN cell with that of a conventional TN cell

with respect to variations of the elastic constants and under the influence of an applied electric field.

This thesis concludes with a summary of original results, a discussion of remaining problems, some sug-

gestions for further work and finally, some general conclusions. A few matters of interest tangential to the

main text are included as appendices.



Part I

Background

18



Chapter 1

Liquid Crystal Physics

1.1 Liquid Crystalline Order

L
'0*'. 1+2&$3-& are a generic term for a number of states of matter with molecular ordering

intermediate to that of the liquid and crystalline phases[3, 4, 5]; the term is also used to refer

to compounds or mixtures that exhibit such phases. Like a liquid, the molecules in a liquid

crystal phase (also referred to as a mesophase) are free to move around, but like a crystal the phase also

exhibits long-range order. Unlike the discrete translational symmetry of a crystal, molecules in a liquid

crystal phase are continuously distributed in space but tend to align in a preferred direction giving rise to

orientational order. They consequently aremore symmetric than crystalline phases as they have continuous,

rather than discrete, rotational and translational symmetries. Additionally, some phases are characterized

by self-organization of the molecules into layers and also short range order.

The orientational ordering arises because the constituent molecules are very anisotropic in shape and rather

inflexible. Long thin molecules form calamitic liquid crystals while thin, flat molecules form discotic liquid

crystals. Liquid crystal phases may occur in a pure compound as the temperature is changed—these are

referred to as thermotropic liquid crystals—or they may occur in the presence of a solvent such as water in

which case they are lyotropic liquid crystals. This thesis shall treat calamitic thermotropic phases exclusively.

Liquid crystals exhibit a number of interesting properties: they may be aligned by an applied electric

field; they exhibit birefringence[6]; their preferred orientation may be controlled by an appropriately treated

surface; they can sustain an elastic deformation; they may also exhibit very rich phase behaviour or poly-

morphism. The first four of these properties permit the construction of a variety of devices that are switchable

and able to guide light. The tremendous commercial success of liquid crystal displays, now ubiquitous in

society, explains the profusion of research published in the field and many further applications—beam-

steering[7, 8], switchable di!raction gratings[9], cheap spectrometers[10], biosensors[11]—have been pro-

posed.

19



L'0*'. C+2&$3- P,2&'1& 20

The remainder of this chapter describes the principal liquid crystal phases and outlines the theoretical

descriptions of liquid crystals pertinent to this thesis.

1.1.1 The Nematic Phase

The word “nematic” is from the Greek “nematos” or thread: a reference to the threadlike appearance of

domain walls which occur in the phase under the polarizing microscope. Molecules in the nematic phase

tend to point, on average, in a certain preferred direction; for calamitic materials this is along the long axis

of the molecule (fig. 1.1). The ordering is long-range, although the average orientation may vary spatially

as the nematic phase is capable of sustaining an elastic distortion.

The degree of alignment may be characterized by an orientational distribution function[3]. For most nematic

materials the alignment is symmetric with respect to arbitrary rotations about the axis of preferred align-

ment and these materials are consequently referred to as uniaxial; some liquid crystals exhibit asymmetry

with respect to rotations around the preferred axis of alignment or biaxiality. Although many nematic

materials consist of polar molecules the nematic phase is nonpolar and so the orientational distribution

function is additionally symmetric with respect to spatial inversion.

An important class of liquid crystal materials are composed of molecules that exhibit chirality or the ab-

sence of inversion symmetry. The property is often referred to as handedness as the human hand lacks

this symmetry. Liquid crystals composed of unequal numbers of left- and right-handed molecules will

exhibit a cholesteric or chiral nematic phase which is similar to the nematic save that the ground state for a

cholesteric liquid crystal is a helix.

Commercial materials such as ZLI2293 and E7which are used in displays are mixtures of pure liquid crystal

compounds designed to have nematic phases with a wide temperature range around room temperature

and desirable properties such as low viscosity and high birefringence.

1.1.2 Smectic Phases

In a smectic phase the constituent molecules are arranged in layers. The layering is not rigid; X-ray

di!raction experiments reveal that the distribution ofmass in a smectic is very nearly sinusoidal (fig. 1.2)[3].

Smectic phases, having only discrete translational symmetry, have lower symmetry than the nematic phase

and so tend to occur at lower temperatures although in highly polar compounds low temperature or re-

entrant nematic phases may be exhibited[12, 13]. It is ambiguous as to whether the smectic order may

in fact be correctly termed long-range as a well-known theorem—the Landau-Peierls instability—predicts

that fluctuations will always destroy any one dimensional ordering in an infinite three dimensional system

(discussed more fully in [4, 14]) and its e!ects have been observed experimentally[15].

A large number of smectic phases exist: The most symmetric, denoted Smectic-A, has the average orienta-

tion of the molecules orthogonal to the layers and no ordering in the plane of the layers; in the smectic-C
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Figure 1.1: Schematic of the molecular ordering in a nematic phase.

Figure 1.2: Schematic of the molecular ordering in a smectic-A phase.
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Phase Order
A Preferred orientation orthogonal to layers
B Preferred orientation orthogonal to layers; short range hexagonal order
C Preferred orientation at an angle to layers
C* Chiral Smectic C

Table 1.1: Classification of some smectic phases

phase the molecules are tilted on average at some angle to the layers. The smectic B phase is similar to

smectic-A except that molecules within a particular layer have short range hexagonal order. There also

exist phases with bicontinuous layers, i.e. the layers consist of polar molecules of alternately opposite ori-

entation. The nomenclature of the smectic phases is purely historical and confers no information as to the

type of ordering, although a convention exists that chiral phases are su4xed with an asterisk.

The layers are rather incompressible which places some important constraints on the macroscopic ar-

rangement of smectics: an important result from di!erential geometry is that, in the limit of totally in-

compressible layers and therefore constant layer spacing, only six families of surface can fill space: planes,

cylinders, spheres, tori[16], Dupin cyclides[17] and parabolic cyclides[18] (fig. 1.3). The latter three are

constructed from confocal conic sections in orthogonal planes and are referred to as the focal conics; they

are discussed in greater detail in chapter 4. All six of these configurations have been observed experimen-

tally where the particular configuration adopted depends on material elasticity, surface treatments and the

system geometry[19, 20, 21].

1.1.3 Order Parameters

In a transition between two phases, some physical component of the system in question—in the case of

liquid crystals the mass density or the orientational distribution function—changes in symmetry. Typically,

the high temperature phase is more symmetric and the low temperature phase less symmetric. The physical

quantity that changes may be described by some suitable mathematical object of appropriate symmetry.

For example consider the nematic-smectic-A transition which breaks the continuous translational sym-

metry of the density of mass. The mass density may be represented by a scalar field ρ. The nematic phase

has continuous translational symmetry and ρ must therefore be some constant ρ0. The smectic phase has

only discrete translational symmetry: ρ is periodic and may naturally be expanded in a Fourier series

ρ(r) = ρ0 + ρ1 cos
[
2π
a

(q · r− φ)
]

+ ρ2 cos
[
4π
a

(q · r− φ)
]

+ · · · (1.1)

where a is the layer spacing, φ is a phase factor and q is a unit vector orthogonal to the layers. The second

and third terms with associated coe4cients (frequently referred to in the literature as amplitudes) ρ1 and

ρ2 are examples of order parameters: objects derived from the physical component of a system that in the

high temperature more symmetric phase are 0, and in the low temperature less symmetric phase have some

finite value. The mass density distribution in a smectic is very nearly sinusoidal and so only the first term of
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(a) Planes (b) Cylinders

(c) Spheres (d) Tori

(e) Dupin Cyclides (f) Parabolic Cyclides

Figure 1.3: The six families of surface that are compatible with the condition of constant layer spacing for
an incompressible smectic.
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(1.1) is retained; the quantity ρ1 (often denoted ψ in the literature e.g. [22]) is used as the order parameter

for nematic–smectic transitions.

Order parameters are fundamental to the description of phase transitions. Phase transitions are catego-

rized by the behaviour of the order parameter at the transition point: if the order parameter is discon-

tinuous—suddenly taking a finite value—at the transition point, the transition is first order; if the order

parameter varies continuously from zero, the transition is second order.

It is evident that the symmetry group of the order parameter must be consistent with the symmetry group

of the less symmetric phase (indeed it must form a representation of it). A scalar is often insu4cient as

an order parameter: the isotropic–nematic transition, for example, is characterized by the orientational

distribution function of the nematic changing from being spherically to cylindrically symmetric. It is

natural to expand the orientational distribution function in the Legendre polynomials[3]

f(cos θ) = P0 +
P2

2
(
3 cos2 θ − 1

)
+

P4

8
(
35 cos4 θ − 30 cos2 θ + 3

)
+ · · · (1.2)

where the angle θ is measured from the axis of average orientation. Odd terms were removed because of the

symmetry requirement that f(cos θ) = f(− cos θ). The successive moments of the distribution function

P2, P4 etc. each provide a measure of the degree of alignment of the liquid crystal. If all coe4cients are

zero the alignment is uniform or isotropic. They are nonetheless inadequate as order parameters as they

are tied to the frame of reference of the average orientation.

In the laboratory frame, it is possible to define a unit vector that points in the direction of average orientation

ni. This vector cannot be an order parameter as it is clearly inconsistent with the requirement that the order

parameter be invariant under the transformation ni → −ni. A second rank tensor is however suitable as

an order parameter if constructed so as to be traceless[3]

Qij =
P2

2
(3ninj − δij) (1.3)

where δij is the Kronecker delta. The magnitude P2–ubiquitously denoted S in the literature and often

(incorrectly) referred to as the scalar order parameter—ensures that Qij is zero in the isotropic phase and

finite in the nematic phase. Experimental values of S lie in the interval 0.3 < S < 0.6; S is larger at

lower temperatures. An analogous fourth rank tensor can be constructed which is associated with the P4

moment of the orientational distribution function. Experimental measurements of the magnitude P4 from

Raman scattering find it is generally negative for some temperatures within the nematic phase and small

(|P4| ∼ 0.1)[4]. Hence, Qij although in some sense an approximation, albeit one that is nonetheless group

theoretically exact[14], is widely used as “the” order parameter for the nematic–isotropic transition.
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1.1.4 Theoretical Descriptions of Liquid Crystals

The various theoretical approaches constructed to describe liquid crystal phenomena may be broadly di-

vided into the following categories: molecular-statistical theories which seek to understand the physical

origin of liquid crystalline order by considering molecular interactions; Landau-de Gennes theories that

attempt to describe critical phenomena; continuum theories that describe macroscopic e!ects by regard-

ing the liquid crystal as a continuous medium and the order parameter as a field quantity and, finally,

computational approaches (excluding numerical versions of continuum theory) which aim to simulate the

behaviour of liquid crystals composed of more-or-less realistic molecules.

The majority of this thesis will attempt to explain a number of phenomena associated with liquid crystal

films by application of the various forms of continuum theory (which is described in section 1.2). It is

nonetheless pertinent to outline the other main theories—if only to the extent of their areas of applicabil-

ity—so that where continuum theory is only able to make phenomenological predictions, it is clear from

what quarter assistance might be found.

Molecular-statistical descriptions of liquid crystals rely on some approximation to the intermolecular po-

tential (which is complicated). Historically the first such theory for the nematic phase, due to Onsager

(described in [3]), considers the ordering of long, hard, cylindrical rods as a function of density with no

molecular forces other than the exclusion of molecular interpenetration. He showed that at a critical value

of density, the system underwent a transition from an isotropic to a uniaxial nematic-like phase.

Maier and Saupe developed a mean field statistical theory (again described in [3])—one in which the de-

tailed intermolecular electromagnetic forces experienced by each individual molecule are replaced by a

time-averaged field—of the nematic phase at constant volume and varying temperature, a more phys-

ically applicable situation than the Onsager theory. The theory predicts a temperature dependence in

S(T ) and a universal critical value of S, Sc ≈ 0.44 at the nematic–isotropic transition, which is in rough

agreement with experimental values of 0.3 − 0.45. McMillan extended the Maier-Saupe theory to the

nematic-smectic–A transition[23].

The Landau approach (see [4]) eschews consideration of the detailed molecular interactions instead assum-

ing that their symmetry—as manifested by the order parameter—is of paramount importance. The free

energy di!erence between two phases must be expressable as some function of the order parameter. The

insight of Landau was that, for second order transitions, the order parameter is small around the transition

and the free energy consequently may be expanded in a series of successive powers of the order parameter.

For example for the nematic-smectic–A transition

∆f =
∂2f

∂ψ2
ψ2 +

∂4f

∂ψ4
ψ2 + · · · = Aψ2 + Bψ4 + · · · (1.4)

where the derivatives, which are of course unknown, are each replaced by phenomenological coe4cients
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(often referred to as the Landau coe4cients) A, B, etc. As the free energy must be invariant under the

symmetry group of the low temperature phase (it is by definition that the order parameter is zero in the

high temperature phase), terms which are not invariant are excluded from the expansion. In the series

above for the nematic-smectic–A transition, odd terms were excluded for this reason.

The Landau-de Gennes approach has also been used with care to describe weakly first-order transitions

(including pretransitional e!ects above the isotropic-nematic transition for which S is suitably small), i.e.

those for which the order parameter is discontinuous over the transition point but nonetheless small. By

assuming some temperature dependence of the Landau coe4cients, typically only of the first coe4cient,

useful predictions about the dependence of such quantities as birefringence and elastic constants with

temperature may be drawn (see chapter 4).

An important reason why the mean-field and Landau-de Gennes approaches as described above yield

results only qualitatively consistent with experiment is that they ignore time dependent fluctuations of the

molecular ordering. Theories which include the e!ect of fluctuations have been derived and explain, for

example, optical scattering by nematics (see [3] and references therein).

Rather than try to approximate the detailed microscopic Hamiltonian, a recent popular approach has been

computational simulation of liquid crystal molecules. In a typical simulation, a number of objects—atoms,

molecules or parts thereof—are assigned some position and momentum in a computational domain and

allowed to move under simulated forces. Standard algorithms such as Metropolis[24] and Molecular Dy-

namics[25] are well-used in the field. Order parameters and other macroscopic variables may then be

computed naturally from the system as the simulation progresses although results must be interpreted

with some care due to the constrained simulation size.

Computer simulations vary according to their resolution or level of detail, ranging from atomistic simu-

lations of real molecules, which can capture conformational e!ects, to simulations of solid ellipsoids or

cylinders. An approach known as coarse-graining(e.g. [26]) can be used to incorporate physical e!ects such

as molecular polarity into low resolution simulations: a high resolution simulation is conducted with a few

molecules to determine the detailed intermolecular potential and this is then used in the low resolution

simulation. Limitations in computing power presently prohibit true device-scale simulations even for hard

cylindrical models, simulations of dimension∼ 1µm×50nm×50nm represent the state of the art. Current

topics of research include the prediction of material parameters such as elastic constants from molecular

structure[27] and analysis of liquid crystal-surface interactions[28].

1.2 Nematic Continuum Theory

The active component of most liquid crystal devices is a thin (∼ 5µm) layer of nematic liquid crystal

film which is nonetheless orders of magnitude thicker than a liquid crystal molecule (1nm). It is therefore
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unnecessary to know the precise location and alignment of every molecule in a device; it is su4cient to

know the local order parameter averaged over a correlated volume. The order parameter may therefore

promoted to a field quantity which is continuous except at defects and may be di!erentiated. An elastic

theory may then be formulated[3, 5, 14] by constructing all possible derivatives up to a desired order of

the order parameter, retaining only those consistent with the symmetry of the phase. The elastic energy is

then the summation of all those remaining terms that are linearly independent of all others each with an

associated elastic constant.

The continuum free energy for the nematic phase comprises an elastic energy derived above and other

contributions describing the interaction of the liquid crystal with the electric and magnetic fields. If the

scale length of distortions are of the order of the size of the device and much longer than the correlation

length, the magnitude S of the continuous order parameter does not change significantly throughout

the device and the terms which involve derivatives of the orientational part of the nematic continuous

order parameter dominate the free energy. Hence, most formulations of the nematic free energy for device

applications use only the orientational part of the continuous order parameter: this vector quantity is known

as the director and is conventionally written n. The director is, as discussed above, insu4cient as an order

parameter (it is not consistent with the symmetry of the nematic phase).

The continuum theory may be cast in time-independent (static) or time-dependent (dynamic) form[29]: the

former is due to toOseen, Zöcher and Frank; the most commonly employed formulation of the latter is due

to Ericksen and Leslie and reduces to the Oseen-Zöcher-Frank theory in the static limit. The phenomena

discussed in this thesis are purely static and this section therefore outlines the Oseen-Zöcher-Frank theory

only.

1.2.1 Fundamental Equations

The actual configuration adopted by a liquid crystal is given by the director field which minimizes the free

energy. The elastic part of the free energy is the well-known Frank energy[3, 29, 5]

felastic =
K1

2
(∇ · n)2 +

K2

2
(n ·∇× n)2 +

K3

2
|n×∇× n|2 + (K2 + K24)∇ · [n(∇ · n) + n×∇× n]

(1.5)

where K1, K2 and K3 are referred to as the splay, twist and bend elastic constants (fig. 1.4) and are of

typical magnitude 1×10−11N. The final term, with the associated saddle-splay elastic constantK24 is a total

derivative and may therefore be converted to a surface term by the divergence theorem; it is identically zero

when the director field is confined to a single plane and is often omitted in the literature. For cholesteric

liquid crystals, there is no requirement that the free energy is invariant under spatial inversion and so a term

linear k2(n · ∇ × n) must also included and, furthermore, that the saddle-splay term must be excluded

i.e. K2 + K24 = 0. The ratio k2/K2 turns out to be the natural pitch length of the cholesteric and it is
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Splay Twist Bend

Figure 1.4: Schematic of pure splay, twist and bend deformations which are associated with the K1, K2

and K3 elastic constants respectively.

convenient to include this term within the twist term

K2

2
(n ·∇× n + q0)2 (1.6)

where q0 is the wavevector of the cholesteric helix in a very large sample.

The interaction of the nematic with an applied field is described by a term

felectric = −1
2
ε0ε⊥(E · E)− 1

2
ε0∆ε(n · E)2 (1.7)

where ∆ε = ε‖− ε⊥ and ε‖ is the dielectric permittivity associated with the long axis of the molecule and

ε⊥ is the dielectric permittivity associated with directions orthogonal to the long axis. The electric energy

is minimised either, if ∆ε > 0, when the nematic director is parallel to the electric field or, if ∆ε < 0,

when the director is orthogonal to the electric field.

A final term

fflexo = − [e1n(∇ · n) + e3n ·∇n] · E, (1.8)

known as the flexoelectric term and with the flexoelectric constants e1 and e3, is normally also included

into the free energy. Flexoelectricity is a spontaneous polarization that is produced when a liquid crystal

consisting molecules of anisotropic shape is elastically distorted[30]. A typical magnitude for the flexo-

electric coe4cients is 1× 10−11Cm−1; their sign may be negative or positive[31].

The governing equations for continuum theory are obtained by variational calculus; the free energy in-

tegral may be identified with the action integral of classical mechanics textbooks[32] and the free energy

density with the Lagrangian. The configuration of the liquid crystal is the solution of the Euler-Lagrange
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equations
∂F

∂qi
−∇ · ∂F

∂∇qi
= 0 (1.9)

where there is an equation for each independent component qi of the director or order parameter. The

Euler-Lagrange equations must, if necessary, be supplemented by some appropriate normalisation con-

straint so that n · n = 1.

1.2.2 Formulations of Continuum Theory for Numerical Solution

Practical problems in liquid crystal physics usually amount to formulating and solving the Euler-Lagrange

equations incorporating all desired e!ects and with boundary conditions appropriate to the device geom-

etry. The nematic order parameter and director may each be represented in a number of ways each of

which has particular advantages appropriate to certain device geometries[29].

1.2.2.1 Polar Coordinates

The director is a unit vector and is therefore conveniently represented

n = (cos θ cosφ, cos θ sinφ, sin θ) (1.10)

where θ is the polar angle and φ is the azimuthal component. This parametrization is particularly con-

venient if the director is confined to a single plane as only one angle is necessary to characterize the

director field; analytical solutions are occasionally possible, although they frequently involve elliptic func-

tions. Some care is required to use the polar representation if the director is at any point oriented in the

z-direction with θ = π/2 as the solution of the azimuthal equation is ill-posed in the sense that an arbi-

trarily large variation in φ at that point does not change the energy. By redefining θ and φ appropriately,

alternative polar representations of the director may be constructed; such representations will nonethe-

less always have one variable ill-defined when the director lies along some particular axis. It is possible, if

awkward, to combine more than one representation in di!erent coordinate regions joined appropriately so

that the director remains continuous. A final consideration is that the saving in computational expense and

storage by only having two field quantities to solve for is somewhat o!set by the necessity of evaluating

many expensive trigonometric functions.

1.2.2.2 Cartesian Director Components

It is, of course, also possible to write the director in terms of its Cartesian components:

n = (nx, ny, nz) (1.11)
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where it is understood that n must locally satisfy a constraint n · n = 1. The constraint may be enforced

locally by adding an auxiliary functional to the free energy density

L′ = L− λ(n · n− 1) (1.12)

where λ is a Lagrange multiplier field. The Euler-Lagrange equations consequently gain an additional

term
∂F

∂ni
−∇ · ∂F

∂∇ni
− 2λni = 0, i ∈ {x, y, z} (1.13)

and must be locally solved simultaneously with the constraint equation

n2
x + n2

y + n2
z = 1. (1.14)

1.2.2.3 Q-Tensor

In problems where variation of the magnitude S of the order parameter is important, for example if there

are disclinations or defects in the system or near rough surfaces, the full tensor nematic order parameter Qij

(referred to as the Q-Tensor) may be used[33]. The first few terms in the Landau expansion, typically up

to sixth order, are included in the free energy in addition to the elastic, electric and flexoelectric terms;

the Landau terms promote an equilibrium value of S. Since Qij must be represented by five independent

numerical quantities, computational solution of the Euler-Lagrange equations is much more demanding

than with the director-based approaches.

1.3 Surface E!ects

The interaction of liquid crystals with surfaces is important for the construction of devices: with an appro-

priate surface treatment, the adjacent liquid crystal may be constrained to adopt a particular orientation.

Surfaces which tend to promote an alignment orthogonal to the substrate are referred to as homeotropic,

and those which promote alignment parallel to the substrate are known as planar or homogeneous. The pre-

ferred orientation typically is neither exactly orthogonal nor parallel to the surface, rather it is characterized

by some pretilt angle which is measured from the substrate. Planar surfaces may additionally promote a

particular azimuthal orientation, or may be planar degenerate.

1.3.1 Physical Origin of Surface Anchoring

Homeotropic orientation is normally achieved by the deposition of amphiphilic surfactant molecules onto

the substrate: a typical surfactant consists of a hydrophilic head group and one or more hydrophobic

hydrocarbon tail[34]. The molecule attaches to the glass by the head group leaving the liquid crystal
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molecules to pack around the tail groups resulting in homeotropic alignment. A layer of surfactant may

be deposited by the Langmuir-Blodgett technique[35] or more crudely by covering the substrate with

a solution of surfactant in some volatile solvent and allowing the solvent to evaporate (see section 3.1).

Surfactants may also be printed and allowed to self-assemble[36, 37, 38] (see section 5.2).

Homeotropic alignment occurs in other circumstances: clean glass is hydrophobic and so promotes

homeotropic alignment[34]; the air-liquid crystal interface promotes homeotropic alignment due to sur-

face tension. In the latter case, the shape of the air-liquid crystal boundary is unconstrained.

Alignment of nematics on rubbed surfaces may be explained by a purely geometric argument due to

Berreman[39], although others have suggested that bonding between the surface and liquid crystal molecules

play an important role. Suppose the rubbing creates approximately sinusoidal channels of size greater than

the nematic correlation length. Consider two possible states: the first in which the director is homeotropic

(fig. 1.5(a)), andwhich consequently must be elastically distorted near the surface relaxing out to a uniform

bulk state; the second in which the director is planar and lies along the length of the stripes (fig. 1.5(b)).

It is manifest that, if the interaction between the surface and liquid crystal is independent of the director

orientation, the latter state has lower energy as there is no elastic distortion; it is furthermore clear that any

rotation of the director field in the bulk, either polar or azimuthal, must involve create some distortion of

the director field which implies an energy increase. The planar state lying along the length of the grooves

is therefore the ground state.

Predictions of the nature of the anchoring potential from such a simple model are limited by a number

of important e!ects. Firstly, the continuum theory described above assumed that elastic distortions were

much greater than the correlation length, and consequently considered only first derivatives of the director

field; this is not so in the case of the grooved surface and strictly one ought to include nonlinear elastic

terms into the free energy. Secondly, the elastic distortion of orientational order may be compensated for

by a reduction in S.

Alignments such as evaporated silicon oxide have additional structure or “roughness” along the direction

orthogonal to the channels of scale length in between the correlation length of a nematic and the scale

size of the channels. Such structure is responsible for “surface melting”—strong reduction in S around

such rough features—predicted by Barbero[40] and observed by Kerslake[41]. Su4ciently flat surfaces, on

the other hand, may promote an enhancement of S to a surface value S0. Additionally, flat homeotropic

surfaces have been shown promote local smectic-like order immediately above the surface that may be

disrupted by surface inhomogeneity[42].

1.3.2 Phenomenological Descriptions

A common simplification, known as the rigid anchoring approximation, in the solution of practical prob-

lems is to assume that the director is fixed at a surface[29]: the numerical solution of the Euler-Lagrange
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(a) Distorted homeotropic state

(b) Uniform planar state

Figure 1.5: Two possible configurations for the nematic director field adjacent to a sinusoidal grating; the
uniform planar state has no elastic distortion and therefore lower energy.
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equations with commercial packages is greatly simplified by the use of Dirichlet boundary conditions.

Many interesting phenomena, however, occur as a result of frustration: the competition between opposing

influences on a system that favour incompatible ground states. Surfaces are an important constraint on a

liquid crystal film, and so the interaction of the nematic with the surface must be somehow included in

the continuum theory free energy.

Themost popular approach is to define some phenomenological anchoring potential that quantifies an energy

cost as the director moves away from a preferred orientation or easy axis. The potential is then integrated

over the surfaces which confine the liquid crystal to give a surface energy. The Rapini-Papoular potential

is a particularly common choice for nematics[43]

fs =
W

2
|n− ne|2 (1.15)

where W is the anchoring energy and ne is the easy axis. A natural length scale for the nematic-surface

interaction is

L = K/W (1.16)

where K is of the order of the nematic elastic constants and L is known as the extrapolation length; if L is

of the order of the molecular length then the anchoring is strong and the rigid anchoring approximation is

valid as deviations from the easy axis are too expensive; if L is much larger than the molecular length the

anchoring is weak. Normally at a planar surface it is less energetically costly to rotate the director in the

plane of the surface or azimuthally rather than to pull the director away from the surface. A commonly

used potential to reflect this is

fs =
Wθ

2
sin2(θ − θe) +

Wφ

2
cos2 θ sin2(φ− φe) (1.17)

where Wθ is the polar anchoring energy and Wφ is the azimuthal anchoring energy. Shiyanovskii et al.

have proposed an elegant generalization by defining an anchoring tensor Wij and writing the anchoring

potential[44]

fs = Wijninj ; (1.18)

the polar and azimuthal anchoring energies are related to the eigenvalues of this tensor which is diagonal

in the frame of the easy axis.

Experimental measurements of the dependence of fs on n have caused others to suggest other potentials

that are more applicable in certain circumstances (for example with strong applied external fields)[34].

One such proposal is the expansion of fs in Legendre polynomials,

fs =
∑

i

WiP2i (sin(θ − θe)) (1.19)
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(a) Homeotropic (b) Planar

θ

(c) Tilted

Figure 1.6: Schematic of smectic layers adjacent to a flat surface. While homeotropic (a) and planar (b)
orientations are compatible, a tilted (c) configuration ought to require the nucleation of defects.

which may be seen to provide a convenient generalization of the Rapini-Papoular potential which is

equivalent to the first term. It is also, perhaps less naturally, possible to expand fs in a Fourier series

fs =
∑

i

Wi sin (2i(θ − θe)) . (1.20)

A further possibility is to use an elliptic function as a potential

fs =
W

2
sn2(θ − θe|m) (1.21)

where m, the parameter of the elliptic function, may be varied.

The literature is comparatively scant on the applicability of the Rapini-Papoular potential to smectics. As

Li and Lavrentovich note, only true homeotropic or planar alignment may exist without defects at the end

of the layers and so one might intuitively expect a sharp minimum in the anchoring potential around these

two orientations (fig. 1.6)[45]. This has not been observed experimentally, and experimental measurements

of the anchoring energy for smectics yield a range of values which are either comparable to those for

nematics or much higher. In the absence of a microscopic theory of anchoring for smectics, one might

envisage any number of physical explanations: It is possible, for example, that the smectic order vanishes

near rough surfaces and the boundary region is essentially nematic; this nematic region then aligns the

adjacent smectic.
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To solve device problems with continuum theory the surface energy must be included in the boundary

conditions. For a potential g(θ)—no surface potential has been suggested which depends on ∇θ—the

boundary condition is of the form

ν · ∂f(θ,φ)
∂∇θ

=
∂g(θ)
∂θ

(1.22)

where f is the bulk energy density and ν is the surface normal. Textbooks on variational calculus (e.g.

[32]), which normally approach the subject from the point of view of classical mechanics, generally omit

the derivation of boundary conditions when surface terms are present and so a derivation is provided in

Appendix A. For the purposes of numerical solution of the Euler-Lagrange equations, the prototypical

boundary condition (equation 1.22) yields a so-called Neumann-Dirichlet (mixed) boundary condition,

which relates the derivative of a field quantity to its value.

1.4 Example: HAN Cell Statics

A Hybrid Aligned Nematic (HAN) cell consists of a nematic layer of thickness d confined between two

substrates, one of which promotes planar alignment and the other homeotropic alignment. Typically, the

planar surface is treated (by rubbing as described in section 1.3 or photoalignment as described in section

5.2) to fix the azimuthal angle. The director is therefore constrained to single plane: adopting Cartesian

coordinates with x perpendicular to the rubbing direction and parallel to the surface and z normal to the

surface, the director is constrained to the y − z plane and may be parametrized by a single coordinate θ

n = (0, cos θ, sin θ). (1.23)

Furthermore, the director is a function of the distance through the cell only θ = θ(z). The Frank free

energy density (equation 1.5) is therefore

fHAN =
1
2
(K1 cos2 θ + K3 sin2 θ)θ′2 (1.24)

where the prime indicates a derivative taken with respect to the z coordinate. Letting τ = 1 −K3/K1,

the Euler-Lagrange equation obtained from 1.24 is

θ′′ = θ′2
τ sin θ cos θ
1− τ sin2 θ

. (1.25)
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which may be integrated directly following some manipulation

∫
θ′′

θ′
dz = −

∫
θ′

τ sin θ cos θ
1− τ sin2 θ

dz.

ln θ′ = −1
2
ln

(
1− τ sin2 θ

)
+ c

θ′ =
c1√

1− τ sin2 θ
(1.26)

and integrated again with respect to z over definite limits from z = 0 to some arbitrary dimensionless

coordinate l = z′/d at which the director adopts an unknown angle Θ

∫ z′/d

0
θ′

√
1− τ sin2 θ dl =

∫ z′/d

0
c1 dl

∫ Θ

0

√
1− τ sin2 θ dθ = c1

z′

d
+ c2

E(Θ|τ) = c1
z′

d
+ c2 (1.27)

where E(Θ|τ) is an incomplete Elliptic integral of the second kind and c1 and c2 are arbitrary constants

to be determined from the boundary conditions. Imposing rigid anchoring conditions Θ = 0 at z′ = 0

and Θ = π/2 at z′ = d yields an implicit equation for Θ as a function of z

E (Θ(z)|τ) =
z

d
E

(π

2
|τ

)
(1.28)

where primes are omitted. Solutions Θ(z) are plotted for a number of values of K3/K1 in fig. 1.7; note

that there exist two limiting profiles as K1 ! K3 and K1 " K3.
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Figure 1.7: Static HAN Profiles for K1 ! K3, K1 = K3 and K1 " K3 with rigid anchoring.



Chapter 2

Microscopy of Liquid Crystal Structures

2.1 Polarizing Microscopy

P
"-3+'5'#) 6'1+"&1"72 has been an important tool for the study of liquid crystals since their

discovery [3]. Liquid crystals are birefringent and it is this property that causes them to a!ect the

propagation of polarized light: if the director field changes slowlywith respect to thewavelength

of incident polarized light, then the polarization axis of the light will tend to follow the director field.

Certain configurations of the liquid crystal are therefore able to convert the polarization state of incident

light so that the light transmitted from the other side of the cell has a di!erent and even possibly orthogonal

polarization state. When viewed under the microscope between crossed polarizers these regions will appear

bright. The e!ect is wavelength dependent due both to the structure of the liquid crystal and also due to

dielectric dispersion. Polarizing microscope images are for these reasons often brightly coloured.

Each of the various liquid crystal mesophases often has a certain characteristic appearance or texture

due to the presence of disclinations or discontinuities in the director field and these textures are well

documented[20]. For the chemist, a polarizing microscope with a temperature stage together with other

techniques such as di!erential scanning calorimetry o!er the possibility of identifying the particular phase

sequence of some newly synthesized compound. For the physicist the objects of interest are generally

the structures themselves and the questions to be addressed correspondingly rather di!erent: What is this

structure? How does the director field vary in space? What physical effects cause the liquid crystal to adopt this

structure?

The axial resolution or depth of field of the conventional polarizing microscope is generally comparable to

a typical display cell thickness ∼ 5µm[46, 3] and so the image formed by the microscope represents the

integrated response of light passing through the entire cell. For thicker cells the focal plane can be moved

through the sample to give some rough indication of the vertical liquid crystal structure; it is normally

possible to focus on irregularities on either surface for example.

38
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Nonetheless, a polarizing microscope image contains very little information about the axial dependence

of the director field but a great deal about the dependence across the cell. With crossed polarizers, if

the director is homeotropic over some region through the whole thickness of the cell, by symmetry no

polarization conversion can take place and so that homeotropic region appears dark even when the cell

is rotated azimuthally. Regions of planar liquid crystal where the director is parallel to the axis of either

of the polarizers through the distance of the cell also appear dark, but become bright and dark again as

the cell is rotated azimuthally. The transmitted intensity is proportional to sin2 2α where α is the angle

between the optic axis of one of the polarizers and the director. A 90◦ twisted configuration, like that in

the conventional Twisted Nematic or TN cell, will always appear bright as the cell is rotated azimuthally

between the polarizers. By comparing the light and dark regions in several images taken at di!erent angles

the in-plane component of the director field may be reconstructed (it is of course necessary to ensure, prior

to taking such images, that the centre of the rotating stage is properly adjusted to lie at the optic axis of the

objective). There exists a certain ambiguity in the reconstruction, however, as the liquid crystal appears

dark when it is aligned with either of the polarizers and so it is not possible to discriminate between a

director at some angle θ and a director at an angle θ + π/2 from some common reference direction.

By way of a (well known [3]) example, figure 2.1(a) shows a 10µm hybrid aligned cell constructed with

a planar degenerate substrate where the liquid crystal (8CB) is in the nematic phase. As the cell is cooled

to just above the nematic–smectic transition, the liquid crystal adopts a novel striped configuration [fig.

2.1(b)] which shall be the subject of the next chapter.

In the upper (nematic) image, the two crosses or brushes on the right are characteristic of the nematic phase

and are known as Schlieren textures. One possible configuration for the in-plane component of the director

field near each cross is everywhere radial from a point defect located on the planar surface, and many other

inverted solutions are possible (fig. 2.2, bottom left). Other sorts of point disclination, of di!erent strength,

may also be observed in nematic samples (fig. 2.2 right). On the bottom left of fig. 2.1(a) is a “wall”1 that

separates two HAN domains of opposite orientation. The azimuthal component of the director reorients

by π radians going across the wall and hence appears under the polarizing microscope as a bright band

surrounded by two black bands. The wall in the figure is somewhat atypical because the planar anchoring

in this particular HAN cell happened to be prepared so as to be azimuthally degenerate and so the director

is able to rotate azimuthally with no surface energy cost. If the planar substrate were prepared, as is more

common, so as to have a preferred azimuthal orientation, the reorientation wall would be much narrower

to reduce the surface anchoring energy cost or, if the azimuthal anchoring energy was su4ciently strong,

the reorientation would occur through a line disclination (an example of which is to be found in chapter

3).

Towards the top left of the figure, away from the disclinations, the nematic adopts a spatially uniform

1The term “wall” is used in two senses in liquid crystal physics: more properly, a wall may be a sheet defect at which some part of
the order parameter is discontinuous (such as in a biaxial nematic); the second, and the one implied here, is a narrow region in which
the order parameter field is distorted (but still continuous) that separates two domains where the director is uniform in the plane of
the cell.
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Crossed Polarizers

10µm

(a)

Crossed Polarizers

10µm

(b)

Figure 2.1: Polarizing microscope images taken with crossed polarizers of a hybrid aligned cell with planar
degenerate surface in (a) the nematic phase and (b) the smectic phase.
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Crossed Polarizers

s=+1

s=-1

s=+!

s=-!

Figure 2.2: Schematic of some possible configurations of the director field around a point disclination in
the plane in which the core of disclination sits with (bottom) simulated images as might be seen under the
polarizing microscope. Disclinations are characterised by their strength s. Note that disclinations of the
same magnitude with opposing signs are indistinguishable from a single image alone.
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Crossed Polarizers

10µm

Figure 2.3: Reconstructed in-plane component of a possible configuration of the director field from a
polarizing microscope image of a nematic in a hybrid aligned cell.

appearance and since it appears bright one may deduce that the in-plane component of the director field

is approximately 45◦ to the polarizers; one can in this case use the known sin2 2α law to reconstruct a

possible configuration of the in-plane component of the director across the entire image (fig. 2.3). In fact

there are sixteen distinct director configurations that might have produced the observed image, even taking

into account the physical requirements that the director field must be continuous except at disclinations

and the two disclinations shown must have the same absolute strength. Further information on the how

the director field was automatically reconstructed from the image may be found in Appendix B.

2.2 Confocal Microscopy

A significant restriction of the polarizing microscope is that it provides only a two dimensional view of

a liquid crystal film which, although thin, may have three-dimensional structure: there is nothing in fig.

2.1 to give information on the variation of the director through the thickness of the cell might be. As the

image represents the integrated response of the polarized light as it has propagated through the film, it is

not possible to deduce the vertical part of the director field either around the disclinations or through the

domain wall, both of which are problems of interest.
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It is pertinent to briefly mention some other techniques that have been used to deduce liquid crystal struc-

ture: The very powerful guided mode techniques are capable of resolving axial behaviour [47, 48, 49,

50, 41, 51, 52] but are only suitable for systems that are laterally uniform as they work by reconstructing

the axial dependence of the director field from shifts in the guided modes observed in the transmitted and

reflected light. Guided mode studies have, for example, elucidated the static and dynamic behaviour of

a nematic in a HAN cell to applied electric fields[50]. Some information on the three dimensional be-

haviour may also be obtained by electron microscopy[3] or X-ray di!raction studies (e.g. [53, 15, 54]);

these techniques are however either invasive or destructive respectively. Both guided mode studies and

X-ray di!raction studies su!er from the problem that the measured quantity is related to the object of

interest—the three-dimensional director field—by some complicated transform and therefore must be re-

constructed by a fitting process.

Confocal microscopy is a technique in common use in Biology[46, 55] that is capable of forming depth-

resolved images in a noninvasive and nondestructive manner. In a conventional microscope, light illumi-

nating the sample is magnified by an objective and secondary optical elements such as an eyepiece and

brought to a focus either on the retina of an observers eye or on the CCD of a camera. The whole focal

plane (with a relatively wide depth of field) may be seen simultaneously. In a confocal microscope (fig.

2.4), light from the sample is passed through a pinhole which acts as a spatial filter (fig. 2.5): light from

a narrow depth of field—a single ‘plane’—of the sample will be brought to a focus at the centre of the

pinhole and allowed to pass through; light from all other depths in the cell will be out of focus at the

pinhole and their intensity consequently greatly attenuated. The transmitted light from the pinhole is

then typically detected with a photomultiplier tube or equivalent device. An image of the entire in-focus

plane may be formed by scanning either the stage, the pinhole or more rapidly by altering the beam path

under the electrically controlled influence of galvanic mirrors. The focal plane may also be adjusted with

a stepper motor to collect optical sections of the sample and from these it is then possible to reconstruct a

three dimensional image of the sample by computer.

Biological samples such as cells are typically stained with some fluorescent tag compound that is selectively

absorbed by a structure of interest[46, 55]. The microscope’s optics focus a pump laser over a small volume

or voxel and collect any light emitted by the marker dye. It is necessary to remove the pump laser light and

so appropriate filters are placed in front of the photodetector. The sample is then scanned over a desired

region to produce the image and hence the technique is referred to in the (expansive) biological literature

as Confocal Laser Scanning Microscopy (CLSM). It is important to emphasise that the image contrast is

caused by variations in dye concentration due to selective absorption of the dye molecules. If such a dye

is introduced into a liquid crystal film, and it does not phase separate, then the dye concentration will be

uniform in space except in regions of high spatial gradients in the order parameter such as disclinations.

A CLSM image of such a system will consist of an uninteresting uniform band of light. If, on the other

hand, rather than tagging the liquid crystal fluorescent microparticles are dispersed in the liquid crystal
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Figure 2.4: The Leica SP5 confocal microscope installed in the School of Physics at the University of
Exeter.
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Figure 2.5: Schematic of a confocal microscope illustrating how light from the in-focus plane is allowed
to pass through the pinhole while light from an out of focus plane is excluded.
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Figure 2.6: Schematic of how spatial orientation of a dye-doped liquid crystal produces a variation of
fluorescence intensity within a region at the focus of a pump laser. The anisotropic dye molecules are
aligned in the liquid crystal by the guest-host e!ect and the local average orientation of the dye molecules
is parallel to that of the liquid crystal.

film, or a polymer-dispersed liquid crystal film is prepared with a small percentage of fluorescent monomer,

then CLSM may nonetheless produce a useful image [56, 57].

The innovation of the Lavrentovich group[58] was to dope the liquid crystal with a dye of very anisotropic

molecular shape which is then aligned by the liquid crystal by the well-known guest-host e!ect (fig. 2.6).

Just like the nematic molecules, the dye molecules themselves may be characterized by an orientational

distribution function which must be related to the distribution function of the fluorescence excitation

and emission dipoles of the dye. Suppose the excitation and emission dipoles lie along the length of an

idealized dye molecule: if the electric field vector of an incident photon is parallel to the excitation dipole

the molecule may be excited and will later emit a photon with some shifted wavelength [fig. 2.6(a)]; if

the photon’s electric field vector is orthogonal to the excitation dipole, there is no possibility of excitation

[fig. 2.6(b)]. One can envisage three characteristic time scales: one τem the fluorescence lifetime of the

dye, one τrot associated with rotation of the dye molecules and a final timescale τd the average length

of time taken for a dye molecule to di!use across a length of the order of the optical resolution of the

microscope. If τem ! τrot < τd then, even allowing for the imperfectly ordered dye molecules and the

mix of polarization states of incident photons within the illuminated cone, homeotropic regions will appear

darker than planar regions and so it ought to be possible to resolve regions of di!ering polar orientation

with the confocal microscope. This approach is referred to in the liquid crystal literature as Fluorescence

Confocal Microscopy (FCM)[58].

A further refinement (used by the same group) is possible: if the polarization state of incident pump photons

is set with a polarizer—or at least characterized by an anisotropic azimuthal distribution function—then

in a planar region with some variation of the azimuthal orientation of the director, those molecules with
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their excitation dipole perpendicular to the electric field of the incident photon will not be excited. Those

molecules, on the other hand, with their excitation dipole parallel to the polarization of an incident photon

may be excited and consequently emit. The polarization state of the emitted photon is parallel to the emis-

sion dipole of the emitting molecule and so the emitted light is typically passed through a second polarizer

in front of the detector to enhance the contrast. It is therefore possible to resolve with so-called Fluores-

cence Confocal PolarizingMicroscopy (FCPM) the azimuthal and polar orientation[59]. The fluorescence

intensity is proportional to

I ∝
〈
cos4 φ cos2 θ

〉
(2.1)

where θ and φ refer to the polar and azimuthal components of the director as defined in the previous

chapter (the z−axis is taken to be parallel to the optic axis of the microscope objective) and the average

is to be taken over all molecules in a single voxel. Unlike conventional polarizing microscopy, there is

no ambiguity between regions of perpendicular azimuthal orientation if the liquid crystal is known to be

planar; it is however the case that (infinitely) many director configurations map to any given intensity

value and so the problem of reconstructing the director profile from an intensity profile is ill-posed: Prior

knowledge of the system, such as the surface easy axes, and physical constraints such as continuity of the

director field, must be used to resolve the ambiguity.

Having outlined the technique, it is helpful to review the sorts of system that confocal microscopy has

helped to elucidate. Confocal microscopy was first used to study liquid crystal systems in 1997 when

Held et al. [56] studied the switching process of a polymer-stabilized cholesteric liquid crystal. Instead

of using anisotropic dye molecules to produce the image as described earlier, a small percentage of the

monomer was replaced by a functionalized fluorescent monomer. Following photopolymerization, the

polymer network could be imaged by confocal fluorescence microscopy, and was shown to follow the

helix of the cholesteric. A much later paper by Petkovsek et al.[57] used the same technique to observe the

switching of a polymer-stabilized ferroelectric liquid crystal.

An intriguing possibility, heretofore unexplored, would be to incorporate an anisotropic dye with a fluo-

rescence emission peak that does not overlap that of the tag used to mark the polymer network—this could

be achieved for example by using two dyes of di!erent excitation wavelength. The sophisticated wave-

length filtering abilities of the modern confocal microscope could then be used to study the behaviour of

the polymer network and the liquid crystal simultaneously.

CLSM is not the only microscopy technique that is capable of producing a depth-resolved image; an

alternative is to probe the sample with a tightly focused pump beam with the intention of generating light

by nonlinear optical e!ects which naturally provide a wavelength shift. These e!ects are su4ciently weak

that the overwhelming majority of light collected must have come from the focus of the probe beam.

Second-harmonics cannot be excited in uniaxial liquid crystals because of the inversion symmetry and so

third-harmonic microscopy was used to image the phase transition of a liquid crystal in a twisted nematic
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cell[60]. Although useful in that no dopant need be introduced into the system, the technique is limited

by the laser powers required to generate su4cient intensities of third-harmonic light.

Anisotropic dyes were used for the first time by Smalyukh and Lavrentovich[59, 58] in 2001 with FCPM

to obtain images of focal conic domains in a smectic liquid crystal confined between two homeotropic

substrates. In the same paper, they presented cross sections of a planar Freedericks cell at several values of

applied voltage. This latter situation shall be discussed later; the Freedericks transition is so well understood

that it is a useful system to analyse the performance of confocal microscopy.

The same authors later applied the technique to a very famous system[58, 61] namely the Grandjean-Cano

wedge that consists of two planar substrates held at a small wedge angle (such that the thickness ranges from

less than 1µm to around 100µm over a lateral distance of millimetres) and filled with a cholesteric liquid

crystal of micron-scale pitch. Only a half-integral number of turns of the cholestric helix are consistent

with the boundary conditions, and with the polarizing microscope such regions are observed separated by

disclination lines that run perpendicular to the inclined direction of the wedge. In cross sections produced

with FCPM, the helix appears as a series of horizontal stripes as the director rotates around and the structure

of the edge disclinations was made visible for the first time. These disclinations shall later prove of some

interest as they are of the same class as certain defects observed in a quite di!erent system in chapter 3 and

shall be discussed in chapter 4.

A second very famous system, that of a liquid crystal confined in a cylinder with radial anchoring at the

surface, was recently looked at using FCPM by Matthias et al. [62]. The cylinders used were novel in that

their radius was modulated along length of the cylinders and this modulation was shown to stabilize the

periodic escaped configuration that is only metastable in a regular cylinder.

A third paper by Smalyukh et al.[63] contrasted the behaviour of a nematic and that of a biaxial smectic

liquid crystal in a hybrid aligned cell with regard to the disclinations observed in a Schlieren texture: these

two liquid crystal phases are very di4cult to distinguish with conventional polarizing microscopy. In cross

sections obtained with FCPM, however, it is apparent that in the nematic case the disclinations are points

confined to the surface and the director relaxes—“escapes to the third dimension”—into the bulk; in the

biaxial smectic case the disclinations are lines that extend perpendicular to the substrate into the bulk.

An interesting development was the incorporation of tagged fluorescent particles, cylinders or spheres, into

a liquid crystal which could then be manipulated either by electrophoresis[64] or with laser tweezers[65].

Images of the included particle and the liquid crystal were obtained simultaneously and used to measure

certain of the liquid crystal viscosities[65].

Having reviewed the available literature on FCM and FCPM it is helpful to scrutinize the sort of im-

ages that may be obtained using the technique and it is particularly useful to apply the technique to

a cell geometry whose behaviour is well studied. A suitable liquid crystal system is the classic planar

Freedericks cell with an applied electric field, and FCPM images of this system have in fact already been
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published[59]. A 6µm cell with planar substrates, prepared so that their azimuthal easy axes were parallel,

was constructed and filled with E7 doped with approximately 0.01% by weight of the dye N,N−bis(2,5-

di-tert-butylphenyl)-3,3,9,10-perylenedicarboximide (BTBP). Due to the very short working range of

the objectives in commercial confocal microscopes, it was necessary to prepare one surface of the cell on a

thin coverslip. The cell was imaged in FCM mode (i.e. intensity contrast due to the polar component of

the director only) in a Leica SP5 confocal microscope using the 20× objective and 488nm pump laser and

collecting emitted light over the 510− 560nm range. Image stacks of axial sections were taken at several

di!erent applied voltages and the cross sections reconstructed (fig. 2.7) from the image stacks obtained.

The cross sections were then averaged across the width of the image to give average intensity profiles (fig.

2.7). It may be seen that in the 0V state the intensity profiles appear high—the cell is, as expected, pla-

nar—and do not change below 2V. The cell switches rapidly: the centre of the cell has apparently become

homeotropic by 5V and has almost completely switched by 6V as the profile changes after that very little

up to 20V. The observed contrast ratio,

C =
(intensity in planar region − intensity in homeotropic region )

(intensity in planar region − background)
, (2.2)

an important ‘figure of merit’ that indicates how well homeotropic and planar regions are resolved, is

∼ 0.4. A second similarly prepared cell with no applied voltage was then imaged in FCPM mode in three

azimuthal orientations (fig. 2.8) to illustrate polarization contrast; the contrast ratio achieved was somewhat

better, ∼ 0.6. The intensity profiles in both figures 2.7 and 2.8 appear quite di!erent to what one might

naively expect: they are asymmetric with respect to the cell centre, the edges of the cell do not appear

sharp and lobes in the intensity profile from the regions of the cell near the edges that might be expected

to remain planar (and hence bright) are not present. To understand why this is the case, it is necessary to

review the factors that a!ect the quality of the images produced:

Laser intensity and dye concentration It is clear from the cross sections that FCM images are rather noisy.

The signal-to-noise ratio depends on the number of photons emitted by the sample which in

turn is a!ected by the laser power and the dye concentration. There is a compromise to be

reached: as FCM is intended to be a non-invasive technique the dye concentration must be

kept low otherwise the material parameters of the liquid crystal will be a!ected; on the other

hand if the laser power is rather high then laser-induced molecular reorientation[66, 67] will

reduce the contrast ratio. It is, of course, always possible to increase the signal-to-noise ratio

by extending the integration time and therefore reducing the scanning rate of the microscope.

Laser heating of the sample, which inevitably destroys the structure of interest, occurs if the

laser power is su4ciently high. A practical value for laser intensity, that used in figure 2.7, is

around 200nW; others have suggested 120nW[59].

Molecular properties and ordering of dye Dye molecules are oriented about the director of the liquid crystal
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according to some distribution function which has the same symmetry and hence the same

mathematical form as a nematic (eq. 1.2 on page 24). As the dye ordering decreases, the

contrast ratio is reduced. If the excitation dipole is not parallel to the long axis of the molecule

but instead makes some angle α, then even if the order parameter of the dye is 1 the excitation

dipoles will nonetheless be distributed about the director in a cone and the contrast ratio will

be less than 1. As the angle α increases the contrast ratio is reduced.

It is, finally, necessary to select a dye with su4ciently large Stokes shift[46]—the di!erence ∆λ

in wavelength between the absorbed and emitted photons—in order that the pump laser can

be e!ectively removed from the detected signal.

Point spread function of microscope The idealized picture presented earlier is that the pump laser is brought

to focus over a tiny region of liquid crystal and that only light emitted from this small volume

is detected. In a real microscope, factors such as the finite size of the pinhole and properties

of optical elements (e.g. numerical aperture of the objective) mean that light is collected over

a finite (albeit small) volume with a relative weighting described by a point spread function[46,

55, 68, 69]. The measured intensity distribution is therefore the convolution of the “true”

intensity distribution with the point spread function. In fig. 2.7 the intensity at the left and

right hand sides of the cell falls away smoothly rather than sharply because when the focal

plane is scanned through the cell thickness, first the edges and then the centre of the point

spread function enter the liquid crystal layer. The point spread function widens considerably

and gains secondary maxima as the scanning depth is increased[46, 68, 69].

If the point spread function were known, it would be possible to remove the blurring from the

image by deconvolution. The point spread function of a real microscope is, however, generally

unknown and complicated: while Fourier deconvolution methods are inappropriate due to

the poor signal-to-noise ratio of FCM images of liquid crystal samples, a wealth of literature

exists on blind deconvolution techniques (see [70] for a useful review), mostly Bayesian, that aim

to reconstruct simultaneously the point spread function and the true image given some prior

knowledge (a set of ‘priors’) about both [70, 71]. These techniques applied naively to FCM

and FCPM images of liquid crystals may not perform well because the point spread function

depends on the distance through the cell and, perhaps less strongly, the director profile above

the point of interest. Figure 2.7 suggests an intriguing possibility, thus far unexplored: one

knows that the left and right hand edges of the cell in the “true” intensity distribution ought

to be sharp and so the shape of the intensity distribution at the edges of the cell in fact depend

very strongly on the point spread function and weakly on the gradient of the “true” intensity

distribution immediately adjacent to the edge of cell. This seemingly very powerful prior is

unique to confocal microscope images of liquid crystal cells.

Birefringence The point spread function becomes greatly complicated by the birefringence of the liquid
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crystal; rather than being brought to focus over a small volume as in the case of a uniaxial

medium, the probing beam is split into an ordinary and extraordinary component which are

brought to focus at di!erent points. The width of the point spread function is increased

(the image is blurred) by a distance of order ∼ g(∆n/ 〈n〉)d[58] where ∆n and 〈n〉 are the

birefringence and average refractive index respectively of the liquid crystal, d is the depth

of scanning and g is a factor of order unity that depends on the optical components used

in the beam path of the microscope. Lavrentovich proposes that a typical value is around a

micron[58].

A second e!ect is that as the cell is switched, the e!ective refractive index of the cell changes

and hence the cone angle of the pump light is modified as it passes into the liquid crystal layer:

this alters the distance at which the confocal pump rays are brought to focus. Equally the axial

distance from which fluorescence appears to emanate is altered by the same amount and so as

the cell is switched the image is rescaled in the axial direction. This e!ect is very noticeable

in fig. 2.7 as the low and high voltage states have quite di!erent apparent thicknesses.

Both these e!ects may be reduced by choosing to study, as the Lavrentovich group have done,

liquid crystals with low birefringence although useful results such as those illustrated may

be obtained from conventional materials. The problem is not unique to the study of liquid

crystals as many biological samples exhibit some degree of birefringence.

Light scattering and absorption Due to molecular fluctuations, nematics scatter light e!ectively and conse-

quently, as the focal plane is moved further into the liquid crystal layer, the intensity of pump

light reaching the focal point and the intensity of emitted light is attenuated. This e!ect is

exacerbated by dielectric absorption of light by the liquid crystal. In fig. 2.7, the objective and

pump laser are on the left hand side of the intensity distribution and so, although the director

configuration in the cell is known to be symmetric, the intensity profile decreases going to

the right.

Concentration Gradients It is assumed that the dye is equally concentrated throughout the nematic. Near

disclinations, high gradients in the director field may reduce the ordering of the dye as they do

to that of the host nematic. Alternatively, phase separationmay occur where the dyemolecules

either aggregate at the defect core or are excluded from it. Such e!ects may be beneficial in

allowing disclinations to be resolved but defy any attempt to recover the director field.

A separate cause of inhomogeneous dye concentrations is the surface treatment used in the

construction of the cell: it is possible that a surface treatment might selectively absorb the

dye leading to anomalous lobes at the edge of the cell. Quenching of fluorescence by certain

surfaces may also reduce the intensity.

Adiabatic following of polarization Birefringence causes the polarization state of incident light to follow a

rotating director field if the director varies in a plane orthogonal to the wavevector of the
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light. FCPM studies of certain structures, for example cholesterics of pitch comparable to the

cell thickness, require careful interpretation as the polarization state of the emitted photons

will have been altered by the structure through which they have passed.

With the above reservations in mind, the two techniques of polarizing microscopy and confocal mi-

croscopy were applied to study a smectic liquid crystal in a hybrid aligned cell; that work is the subject of

the next chapter.
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Chapter 3

What Configuration does a Smectic-A

Adopt in a Hybrid Aligned Cell?

A
&6%1$'1 in a hybrid aligned cell is a frustrated system: the surfaces favour a distorted state

that includes bend distortion while the nearly incompressible smectic layers exclude twist and

bend distortions from the liquid crystal and therefore favour one of the six configurations that

preserve the interlayer spacing (fig. 1.3 on page 23). The system resolves the frustration by imposing a

periodic array of fan-shaped domains (fig. 3.1) which were first observed by Ruan et al.[2] and shown to

strongly di!ract.

The pitch of the array was shown to depend linearly on the cell thickness and the authors of that paper

proposed a model (fig. 3.2) for the domains as sections of spherocylinders. The relative size of the cylin-

drical and spherical parts of the domain, and consequently the pitch, could be adjusted so as to minimize

the free energy, and such a model successfully predicts the linear relationship between pitch and cell thick-

ness. The gradient of the line was related to the di!erence between the anchoring energies at the top and

bottom surface. This model was, however, later refuted by Pishnyak et al.[72] who proposed, based on

observations with a confocal microscope, that the structures were in fact incomplete toroidal or Dupin

cyclide focal conic domains.

As an interesting example of self-organization, a number of practical applications can be envisioned. The

structure might be useful as a template; one can envisage photopolymerizing the structure in place and

then when the liquid crystal is heated up to the nematic phase it might retain in some form the hexagonal

structure. If, however, the structure is to have any use, then it is necessary to understand the physical origin

of the structure, how to ensure that it is as regular as possible and if there are further parameters that might

allow the pitch of the structure to be controlled: these questions shall be considered first in this chapter by

experiment and, in the next chapter, theoretically.

54
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Figure 3.1: Polarizing microscope image of Ruan et als’fan-shaped structure.
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Figure 3.2: Ruan et als’model of spherocylinders for the smectic structure
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3.1 Cell Construction

A liquid crystal cell consists of two glass substrates that have been treated to promote a desired easy axis and

are held apart by a suitable spacer. If electrical contact is required, glass substrates coated with 10 nm of

Indium Tin Oxide (ITO) are used. To allow uniform coating with alignment material, the glass substrates

must be thoroughly cleaned: They are first rinsed with deionized water and roughly 10% by volume

detergent (Decon 90) in an ultrasonic bath for 30 minutes and then rinsed again with pure deionized

water and left overnight in acetone. Each substrate is then ‘drag’ cleaned with strips of fine tissue paper

dipped in a little solvent; acetone is used for rough cleaning followed by isopropanol for finer cleaning.

The cleaned substrates are then treated to promote a desired orientation in the adjacent liquid crystal.

A variety of treatments exist and are e4cacious to varying degrees for di!erent liquid crystal materials;

di!erent treatments may be used to provide quite di!erent anchoring energies.

Polyimides Many di!erent polyimides have been synthesized specifically for liquid crystal alignment appli-

cations, and polyimides remain the most common choice for commercial fabrication of displays[34].

A proprietary polyimide, X201, was used to promote planar alignment. A second proprietary poly-

imide, RN1663 diluted with 50% n-methylpyrolidone (NMP) by volume, was used to promote

homeotropic alignment. The substrates are spin coated with polyimide in clean room conditions at

6000rpm for X201 and 2400rpm for RN1663, pre-baked on a hotplate at 80◦C for 1 minute and

then baked in an oven at 200◦C for 1 hour. The planar polyimide is then rubbed with a nylon cloth

to promote a particular azimuthal easy axis.

Lecithin A surfactant, lecithin promotes homeotropic alignment[34]. Pure lecithin is dissolved in ether

(about 10% by volume) and then applied to the substrate with a slip of fine tissue paper in a sim-

ilar manner to drag cleaning. The ether rapidly evaporates leaving lecithin molecules attached to

the surface. Lecithin may alternatively be deposited using the Langmuir-Blodgett technique[35].

The quality of alignment depends on the density of lecithin molecules which should be rather low:

lecithin films are known to undergo phase transitions from a quasi-solid to quasi-liquid to quasi-gas

state with decreasing number density and experimental observations have shown that the anchoring

energy is temperature dependent.

Silicon Oxide may be evaporated onto the substrate. If the substrate is held at oblique incidence—60◦— to

the source beam, the silicon oxide forms oblique steps that tend to promote planar alignment along

the length of the channels. Homeotropic alignment may also be achieved by evaporating the silicon

oxide at 30◦ to the source.

The cells are then assembled from the treated substrates in clean room conditions. A variety of spacers

were used: to construct cells of 2 − 8µm, glass beads of known size and dispersion were mixed into UV-

curable glue and painted sparingly on the side of the substrate before assembly. A variant of this method
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Figure 3.3: Transmission spectrum of an empty (air-filled) 2.7µm thick cell.

was used for the majority of cells: beads were dispersed across the substrate from a dispenser with a burst

of compressed nitrogen. The latter method reduces the problem of volume changes during filling and

the periodic structures described below are una!ected by the presence of beads throughout the cell. For

thicker cells, i.e. 10− 30µm, strips of mylar of appropriate thickness were cut and glued at the edges as a

spacer.

Having assembled the cell and cured the glue, each cell was placed in a spectrograph and a transmission

spectrum taken over the optical regime. The two air-glass interfaces act as a Fabry-Perot resonator and

weak maxima are observed in the spectrum. If there are maxima at wavelengths λ1 and λ2,

2d = n1λ1 = n2λ2

where n1 and n2 are unknown integers and d is the unknown cell thickness. Solving for d,

d =
(n2 − n1)λ1λ2

2(λ2 − λ1)

it is clear that the cell thickness may be determined from two observed maxima and by counting the

number of maxima that separate them. Some cursory judgement on the flatness of the cell was also made

after the cell was assembled by viewing the empty cell by eye. If a cell is of nonuniform thickness, coloured

interference fringes may be observed; a common flaw is that the cell is slightly wedge-shaped in cross

section in which case the fringes take the form of a series of parallel bands which lie orthogonal to the

direction in which the cell thickness changes. Following this scrutiny, poor cells were discarded.

Experiments were performedwith the liquid crystal octocyanobiphenyl (8CB)which exhibits the following
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Figure 3.4: Polarizing microscope image of 8CB in a HAN cell in the nematic phase.

phases at atmospheric pressure[73, 3]

Cr
21.5◦C−−−−→ SA

33.5◦C−−−−→ N
40.5◦C−−−−→ I.

The liquid crystal sample and cell are heated up to the isotropic phase on a heat stage and the cell is filled

by capillary action. The cell is cooled slowly and then sealed with epoxy resin.

3.2 Polarizing Microscopy

Fresh cells were constructed and their thickness characterized as described above and filled in the isotropic

phase with 8CB in a Mettler heat stage. The stage was mounted on the rotating stage of a polarizing

microscope with crossed polarizers in such a way that observations of the behaviour of the liquid crystal

could be made as the cell was slowly cooled first into the nematic phase and then the smectic phase. Videos

and still images as appropriate were recorded using a video camera attached to the microscope and were

digitized on a computer.

In the nematic phase, the behaviour characteristic of a HAN cell was observed: when the rubbing direction

is aligned with the axis of one of the polarizers, the cell appears very dark (fig. 3.4); as the cell is rotated,

some light is transmitted and the cell appears bright when the rubbing direction is at 45◦ to the axes of the

polarizers. Imperfections in the alignment were observed as slight variations in the brightness; otherwise

the intensity moving laterally across the cell was uniform.

As the cell was cooled towards the nematic–smectic transition, a periodic modulation of light and dark
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bands appeared, apparently continuously, perpendicular to the rubbing direction. As the cell was cooled

futher, the bands became more distinct [fig. 3.5(a)]. The temperature stage was then held at constant

temperature for several minutes and this “stripe” structure remained stable. The “stripe” structure was

found to be stable over a very narrow temperature range (∼ 0.1 − 0.2K) which was only slightly larger

than the temperature stability of the temperature stage.

The cell was then rotated under the microscope (fig. 3.6): as the cell was rotated with respect to the

polarizers the contrast between alternate stripes increased; by 23◦ one set of stripes is bright and the other

is just visible and by 45◦ only one set of stripes is visible. The cell was then rotated in the opposite direction

and it was found that the set of stripes which previously had grown fainter with rotation this time grew

brighter and similarly those stripes which had previously grown brighter this time became fainter. Each

pair of stripes therefore corresponds to a unit period of the structure, which is mirror symmetric about the

centre of the two stripes.

The “stripe” structure was typically interspersed with V-shaped defects. During the course of observing the

cell through repeated heating and cooling, it was observed that the defects moved in a consistent manner

as the temperature was changed: as the cell was cooled the defect moved along the stripes in the direction

of the wide end of the ‘V’ (see fig. 3.7) and as the cell was heated the defect moved in the direction of

the narrow end of the ‘V’ (some indication of defect movement may be seen in fig. 3.5 as the position of

the centre of the defect in previous images are indicated by blue markers). If the cell was cooled rapidly

(e.g. by changing the temperature on the Mettler from 35◦C to 25◦C and allowing the cell to cool as

quickly as the stage allowed) into the “stripe” structure, the number of defects observed was much higher.

Defects in both possible orientations—the ‘V’ may either point along or against the rubbing direction—were

observed. Defect collision and annihilation was also observed where two defects of opposite orientation

either straddled the same pair of stripes or had at least one stripe in common (fig. 3.8).

As the cell was cooled further, modulations in intensity appeared, again continuously, along the centre of

each pair of stripes parallel to the rubbing direction [fig. 3.5(b)]. Unlike the “stripe” structure, it was not

possible to stabilise this intermediate state although this is possibly due to the limited temperature stability

(∼ 0.1K) of the Mettler stage used. The modulations became more distinct as the cell was cooled further

and the stripes broke up into domains [fig. 3.5(c)] which rapidly rearranged themselves into Ruan et als’

structure [fig. 3.5(d)].

The cell was then heated back through the nematic–smectic transition. The fan-shaped domains recom-

bined into the “stripe” structure which this time was observed to have a much higher density of V-defects

(fig. 3.9). The temperature was then held constant and many of these defects annihilated within a few

minutes. The cell was then heated further into the nematic phase where the liquid crystal resumed the

conventional HAN configuration described above. The cell was then repeatedly cooled and then heated

again through the nematic–smectic transition and it was found that each time the stripe structure and

Ruan et als’ fan structure both reassembled as before and melted away again.
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Figure 3.5: Polarizing microscope images of the phase sequence of 8CB in a HAN cell as the liquid crystal
goes through the nematic–smectic transition with decreasing temperature.
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Figure 3.6: Images of the stripe structure under the polarizing microscope where the cell is rotated with
respect to the fixed polarizers.
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Figure 3.7: Detailed view of a ‘V’ defect as the cell is cooled from the stripe structure into the focal conic
structure.
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Figure 3.8: Polarizing microscope images of the interaction of two opposing ‘V’ defects. (Left) Defects
with a single stripe in common annihilate. (Right) Defects on adjacent pairs of stripes pass each other
una!ected.
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Observations were repeated with other identically prepared cells: it was often observed that, after the cells

had been heated from the fan-shaped structure back into the nematic phase, some faint modulation in

intensity was still visible in the HAN state with similar structure—including recognisable defects—to the

fan structure observed at low temperature. These modulations in the HAN state are not observed in fresh

cells cooled straight after filling from the isotropic phase, but become increasingly apparent if the cell is

repeatedly heated and cooled: it would appear that the smectic structure is su4cient to modify the surface

alignment (fig. 3.10).

It was expected from Ruan et als’ model that it might be possible to control the pitch of the structure by

varying the anchoring energy through the use of di!erent surface treatments. Cells were therefore con-

structed with di!erent polyimides—-PI2555 and SE7792—and also with evaporated silicon oxide (SiOx)

to promote planar alignment and a two other homotropic alignment layers: lecithin and a homeotropic

polyimide, RN1773. No consistent change in pitch however was observed with di!erent combinations of

polyimide and lecithin.

For cells prepared with silicon oxide, however, the shape of the domains in the smectic phase was di!er-

ent; the domains are circular rather than fan-shaped (fig. 3.11). The “stripe” structure appeared identical

to that of the rubbed polyimide cells and exhibited the same optical behaviour; as the cells were cooled

and the stripes broke up into domains, those domains initially appeared fan-shaped but as the cell was

cooled fully into the smectic phase they adjusted their shape to become circular. In the nematic phase

of such cells, HAN domains of opposing orientation were observed—if the pretilt at the planar surface is

zero the two configurations and

are energetically degenerate—where the two sorts of domain were separated by walls (cells prepared with

rubbed polyimide also exhibited domains, but they were much more usually observed after cooling from

the isotropic phase in silicon oxide cells). When the cells were cooled through the nematic–smectic tran-

sition, stripes appeared in both sorts of domain and, upon further cooling, the stripes broke into metastable

fans: the fans within HAN domains of opposite orientation pointed in the opposing directions.

3.3 E!ect of Cell Thickness

Ruan has previously shown that the pitch of the fan structure depended linearly on the cell thickness,

albeit over the narrow thickness range 3− 6µm tested[2]. It is natural to ask: does this behaviour persist

for thicker and thinner cells? A large number of cells were therefore constructed with thickness in the

interval 2 < d < 30µm with appropriate spacers and their thicknesses characterized by the interference

method described above. The alignment for each cell was rubbed X201 for planar alignment and RN1663

for homeotropic alignment. Each cell was filled with 8CB in the isotropic phase and cooled slowly (at

0.2◦C per minute) in a Mettler stage set up on the rotating stage of a polarizing microscope; videos were

recorded of the cell as it cooled from the nematic phase through the intermediate structures and into the
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Crossed Polarizers Rubbing Direction

6µm

(a) Cooling from the nematic phase

(b) Heating from the smectic phase

Figure 3.9: Polarizing microscope images extracted from a video recording of the phase sequence of 8CB
in a HAN cell as the liquid crystal goes through the nematic–smectic transition.
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Crossed Polarizers Rubbing Direction

10µm

Figure 3.10: Polarizing microscopy image of a hybrid aligned cell in the nematic phase following repeated
cooling and heating through the nematic–smectic transition. The intensity of illumination is high re-
vealing a “surface memory” of the low temperature “fan” structure even though the liquid crystal is here
in the nematic phase as may be seen from the presence of disclination lines.

8µm

Crossed Polarizers

Alignment Direction

Figure 3.11: Focal conic structure with evaporated silicon oxide as the planar aligning layer.
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Figure 3.12: Custom image processing program used to extract the period of the stripes.

smectic phase.

The period of the “stripe” and “modulated stripe” structures was then calculated from still images extracted

from the recorded videos by a custom-written image processing application (fig. 3.12). The utility of this

approach is that firstly it permits investigation of any changes in period with temperature and secondly

that it is possible to estimate the variance of stripe widths in a single cell. A single line, or part of a line, of

the image is selected from the image (fig. 3.13) and the period calculated from the intensity profile.

The problem of finding the period from a sequence of measurements—a signal—is an old one and worth

remarking on: a classic example from astronomy is to determine the period of sunspot activity from

published observations—data for which exists from 1700—and in fact the problem is ubiquitous in con-

temporary astronomy[74]. The famous Nyquist sampling theorem also arises from the problem[75].

Surprisingly then, rigorous statistical methods for estimating the period were only developed as late as

1987[74]; it is therefore relevant to discuss the method used.

A common strategy is to find maxima of the Schuster periodogram

C(ω) =
1
N

∣∣∣∣∣∣

N∑

j=1

dje
iωxj

∣∣∣∣∣∣

2

(3.1)

where the sum is over N pixel intensity values dj at locations xj and the angular frequency ω is a real

number. This is essentially the square of the Fourier modulus transform and so has a maximum value

when ω = 2π/λ where λ is the period of the signal (fig. 3.13). It is necessary to remove the large peak at

ω = 0 by subtracting from the signal its average value and it is convenient to rescale the measured values

pj (which are naturally expressed as integers 0 − 255) to be of order unity. The very careful analysis of
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Bretthorst[74] shows that use of the Schuster periodogram is formally justified only if the signal is harmonic

and contains a single stationary frequency (i.e. with constant amplitude and phase), if the noise is gaussian

with known variance and small compared to the data, and if the wavelength of the signal is much longer

than the sampling interval (i.e. far away from the Nyquist limit) but the signal nonetheless captures a

number of periods. Most of these assumptions are justifiable with regards to the problem of finding the

period of the stripes from a microscope image, except that of the course the intensity profile is not a single

harmonic. A further limitation is that the Schuster periodogram contains nothing to give a formal estimate

of the variance associated with the estimated period. A more general scheme from Bayesian analysis was

derived by Bretthorst[74]: the relevant quantity to be maximised is the probabilistic likelihood function

for a single harmonic frequency present in a signal1 (here displayed in unnormalized form)

P (ω|D, I) ∝
(

1− R(ω)2/c+ + I(ω)2/c−
Nd̄2

) 2−N
2

(3.2)

where R(ω) and I(ω) are the real and imaginary parts of the discrete Fourier transform respectively, d̄2 is

the mean-square value of the signal and

c± =
N

2
± sin(Nω)

2 sin(ω)
. (3.3)

Since 3.2 is a probability distribution, estimates of the variation or error in ω may quite naturally be

made—following normalization—by seeking an upper and lower bound such that the integral of the prob-

ability distribution between these limits corresponds to a desired confidence level; this procedure was per-

formed automatically by the image processing application described above.

The Schuster periodogram and likelihood function both su!er from the problem that the maximum is atop

a very narrow peak and is not easy to find with gradient-based search routines. A good starting point for

the peak finding algorithm, if the number of samples is reasonably large and the samples equally spaced,

may be found from the autocorrelation function

A(t) =
N−t∑

i=1

didi+t

where t, an integer, is the lag coefficient. The autocorrelation function has a maximum value at t equal to

the nearest integer to λ in pixels and that maximum is much wider (fig. 3.13) than that of the Schus-

ter periodogram or student-t distribution. Furthermore, unlike the spurious extra peaks observed in the

Schuster periodogram, the estimated period is guaranteed to correspond to the first maximum (if the sig-

nal is sinusoidal) or to the second maximum if the signal (as depicted in fig. 3.13) has a more complex

1The P (ω|D, I) is to be read “the probability of a harmonic signal with angular frequency ω present given the data D and prior
information I”. The prior information, in this case, is not very informative: the signal is assumed to have no structure (harmonic)
and the noise is assumed to be gaussian. A great advantage of the Bayesian approach is that if further information is known about
structure of the signal or the parameters to be estimated, that information can be incorporated into the likelihood function and the
estimates of the desired parameters consequently improved. Furthermore, note that 3.2 is independent of the amplitude of the model
signal and the variance of the noise—these “nuisance” parameters were integrated out!
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Figure 3.13: (Top) Plot of a single line from a digital polarizing microscope image of the “stripe” structure.
(Below) The period of the structure is found automatically from the Fourier modulus transform or the
autocorrelation function of the signal; both are plotted with arbitrary scales on the vertical axis.

structure; the correct one may be chosen based on whichever peak is higher.

Two further refinements to the program proved necessary: the cell was not always perfectly aligned with

the rectangle of the video cameras view, and so the program allowed the direction of the stripes to be

specified explicitly and the estimate of the period and confidence interval adjusted appropriately. Secondly,

the estimate of the period from the above is in the natural units of the image—pixels—and it is necessary

to convert the measurement must be converted to physical units. A suitable approach is to take an image

of one or more di!raction gratings of known pitch and use that image to find the physical width of a pixel

for a particular microscope objective.

The program was then used to analyse the period of the “stripe” structure from the recorded videos [fig.

3.14(a)] which was found to obey well the linear scaling with cell thickness proposed by Ruan et al. over

the larger thickness range explored in the present study. Within individual cells, the confidence interval of

the stripe widths was found to be very narrow, less than 1µm , but varied over a much wider range 1−2µm

between cells of comparable thickness; this very likely represents the limit to which surface e!ects can alter

the period. The data is clumped around certain thicknesses due to the limited availability of spacers. The

program was used to estimate the period of several images at di!erent temperatures and no variation of

period with temperature was found.

The program was then used to analyse the period of the “modulated stripe” structure (i.e. the period along

the stripes) [fig. 3.14(b)]. While the stripes appeared visually of very similar thickness within each sample

(and consequently the confidence interval on the period was rather narrow), there were unit cells within

the modulated stripe structure that were visibly of di!erent width and so the confidence intervals on the
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period are proportionately wider. The variation between cells is also appreciably larger (∼ 4µm) and such

that it is not possible to fit a meaningful model function to the scaling behaviour with thickness other

than to say it does not appear linear. Interestingly, the aspect ratio of the unit cell changes dramatically

with cell thickness: the units are much longer than they are wide at low cell thickness and shorter than

they are wide at higher thickness; this will be discussed in the next chapter.

3.4 Confocal Microscopy

The author is extremely grateful to Prof. Paul O’Shea for the use of the Leica SP4 Confocal Microscope at the

University of Nottingham and to Mrs. Kelly Vere for assistance in obtaining many of the image stacks used to

produce figures in this section.

Fresh HAN cells were prepared with the planar substrate being a glass coverslip as described in the previ-

ous chapter; rubbed X201 was used to promote planar alignment and RN1663 to promote homeotropic

alignment. The planar surface was prepared on a coverslip to overcome the limited working distance of

the microscope objectives. After checking the thickness of the cells by spectroscopy, the cells were filled

with 8CB doped with approximately 0.01% by weight of the dye N,N−bis(2,5-di-tert-butylphenyl)-

3,3,9,10-perylenedicarboximide (BTBP). The cells were then imaged in FCM mode in a Leica SP4 Con-

focal Microscope equipped with a heat stage using the 40× objective with 488nm pump laser and emitted

light collected over the 510− 560nm range.

In the nematic phase with the microscope in PMmode, the cell appeared uniformwith observable domains

separated by very thin dark lines. A cross section in FCMmode (fig. 3.15) through a uniform area reveals,

after averaging out the noise (in this initial image the laser power was reduced to less than 100nW), that the

liquid crystal has apparently adopted the typical HAN configuration: contrasting figure 3.15 with cross

sections of the planar Freedericks cell in the last chapter (fig. 2.7), in the HAN cell the intensity falls away

much more rapidly and there is little evidence of a second shoulder on the right hand side of the profile.

The domains, it may be surmised, are HAN domains of opposing orientation.

Intriguingly, by adjusting the axial focus, it is apparent that the fluorescence intensity of HAN domains is

quite di!erent near the planar surface, although scanning through the cell each is clearly a HAN config-

uration. In a cross section (fig. 3.16) taken across the intervening region between two domains, it is clear

that reorientation of the director field takes place through a line disclination pinned to the planar surface

and the director (and therefore the fluorescence intensity) relaxes into the bulk of the cell.

The cell was then cooled into the “stripe” phase and axial stacks were taken with FCM over a small region.

Cross sections perpendicular to the length of the stripe were reconstructed (fig. 3.17); the temperature

stability of the stage attached to the confocal microscope was rather poor (the temperature fluctuated by

∼ 0.5K on the timescale of minutes) and so it is not meaningful to attach temperatures to these cross
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Figure 3.14: Variation of the period of (a) the “stripe” structure and (b) the “modulated stripe” structure
with the cell thickness. Each point represents a single cell and the vertical extent of the bars indicate 95%
confidence intervals. Data from Ruan et als’ paper is shown in red; the vertical extent has no significance
for these points.
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Figure 3.15: FCM Cross section of a HAN cell with an intensity profile obtained by averaging the image
horizontally.

10µm
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Cross
Section

Horizontal sections

Figure 3.16: Confocal microscope (FCM) image of the disclination between two HAN states. The hori-
zontal sections are taken from (left) the planar surface at 0.9µm intervals to (right) approximately the centre
of the cell. A reconstructed cross section through the cell (top) reveals the structure of the disclination and
is marked with the location of the horizontal sections.
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Figure 3.17: FCM of the “stripe” structure taken with the confocal microscope

sections. Nonetheless, it may be seen that the stripes seems to appear throughout the whole cell and

gradually grow brighter, eventually becoming bright wedges attached to the planar surface. There is no

evidence that corresponding wedges form on the homeotropic surface. The wedges appear much brighter

even than the region adjacent to the planar surface in the nematic phase and this must be caused by an

enhancement of the magnitude of the dye order parameter as the surrounding liquid crystal becomes more

smectic: so great an increase in fluorescence intensity cannot be explained solely by supposing that the

nematic becomes planar over a larger volume. The fluorescence intensity from the wedges is in fact very

nearly as great as that from region of the “fan” structure at much lower temperature and so in those wedges

the magnitude of the smectic order parameter must have nearly attained its maximal value.

It proved impossible, due to the limited temperature stability of the heat stage, to take a complete set of

axial sections of the “modulated stripe” structure. Nonetheless, a single axial FCM section from just above

the planar surface (fig. 3.18) shows clearly domains the shape of which appears quite di!erent from that

of the Ruan et als’ structure with apparently a disclination at the bottom. As the cell is cooled fully into
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8µm

Rubbing Direction

Figure 3.18: FCM axial section of a HAN cell near but above the planar substrate of the “modulated stripe”
structure.

the smectic phase, these domains reorganize to give the familiar “fan-like” configuration (fig. 3.19).

A di!erent cell, this time prepared with an evaporated silicon oxide planar alignment surface, was imaged

in the smectic phase with the Exeter SP5 microscope in FCPM mode (fig. 3.20). Axial sections near

the planar surface have a characteristic “bow-tie” appearance familiar from the work of Smalyukh et al.

[59] on imaging ordinary focal conic domains in smectics. It is reasonable to conclude, therefore, that the

hexagonal structure in silicon oxide cells is some form of focal conic domain. The defect core perpendicular

to the substrate is clearly visible in cross section through the centre of the domain; it appears to be either

a straight line or a hyperbola of very low eccentricity.

3.5 Discussion

In this chapter the physical origins of the self-organized periodic array of domains observed by Ruan et

al. have been explored by conventional polarizing microscopy and fluorescence confocal microscopy. In

particular, it was shown that Ruan et als’ structure formed from the well-known HAN state by means

of two intermediate configurations that are stable only over a very narrow temperature range around the

nematic–smectic transition: the liquid crystal first adopts a “stripe” configuration periodic in the direction

perpendicular to the azimuthal easy axis; this structure becomes modulated along the length of the stripes

and finally unit cells in the modulated stripe structure change their shape to become units in Ruan et als’

structure. In contrast to the prediction of Ruan’s model, the period or pitch of the structures observed
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Figure 3.19: FCM axial sections and cross sections in two sequences of orthogonal planes of Ruan et als’
structure.
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Figure 3.20: FCPM image of a unit cell from the hexagonal structure in a HAN cell prepared with a
silicon oxide planar surface: (left) reconstructed cross section from a line oriented parallel to the polarizer
through the centre of the domain and (right) axial sections through the structure.
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was shown to be rather insensitive to the choice of surface material and was shown only to depend on the

thickness of the film; nor was it sensitive to the rate of cooling. The pitch must therefore be related to bulk

properties of the liquid crystal, i.e. elasticity (as there is no magnetic or electric field applied) and their

behaviour around the transition (it is possible that flexoelectricity might also influence the system). The

pitch of Ruan et als’ structure is a consequence of the period of the “stripe” phase and the well-ordered

nature of the array is due to this intermediate structure.

The “stripe” configuration has in fact been observed before in much thicker HAN cells[1] and a configura-

tion analogous to Ruan et als’ was observed in the smectic phase of such cells; the domains in that structure,

however, were not fan-shaped but were cylindrically symmetric like those observed in this chapter in cells

prepared with silicon oxide. The FCM images of Ruan et al’s structure presented in this chapter are con-

sistent with Pishnyak’s suggestion that the units cells are in fact focal conic domains of the Dupin cyclide

type that are novel in that the disclination ellipses are incomplete. This latter property cannot be due to

the liquid crystal material as the same material has been shown to adopt both the fan-shaped domain and

cylindrically symmetric domains with di!erent materials used for planar alignment. It is the contention of

this thesis that the incomplete nature of Ruan et als’ structure is due to the large surface pretilt promoted

by rubbed polyimides not present with silicon oxide surfaces.

The asymmetry of fluorescence in the nematic phase between opposing HAN domains observed with

FCM is strongly suggestive of surface pretilt. If the director at the planar surface is constrained to lie not

parallel to the surface but with some pretilt α, then the two possible director configurations are modified:

in one configuration the director angle θ (defined as in equation 1.10 on page 29) must rotate from α to

π/2 (rather than from 0 to π/2 in the zero pretilt case) and in the other the director must overrotate back

from π + α to π/2. The director field around the disclination line that separates two such domains was

simulated in the one constant approximation (fig. 3.21) and corresponding simulated FCM images were

obtained by applying the rule I = cos2 θ. The overrotated domain appears much brighter as the director

is near to planar over a much thicker axial region.

The stability of the overrotated domain is of interest as in the one constant approximation it has a much

higher energy; it is possible that elastic anisotropy reduces the energy di!erence—the overrotated domain

is more strongly splayed at the planar surface and the underrotated domain is more bent—since for most

liquid crystals, K1 < K3. It is also possible that the overrotated domain is essentially metastable, having

appeared due to rapid cooling, and that the disclination line has been ‘pinned’ into place by some surface

irregularity.

Compared to the simulations, the pretilt angle in the observed FCM image seems to be quite high (certainly

> 10◦) which is at least consistent with the value measured by Jewell et al. [50] in a HAN cell prepared

with a rubbed polyimide planar surface. It is di4cult to extract a precise value for the pretilt as this would

require estimation of the ratio of the peak intensities in both domains and those peaks have been inevitably

damaged by axial convolution; furthermore, the elastic anisotropy ought also to be included in the model
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Figure 3.21: Simulated confocal microscope images of a line disclination that separates two opposite HAN
configurations with di!erent pretilt angles at the planar surface; a real FCM image is shown below.

for the director field.

The “stripe” structure was observed interspersed with novel defects which were observed to move as the

cell was heated or cooled. The mobility of the V-defects suggests that at least some part of the liquid

crystal remains in the nematic phase: comparing the micrographs in figure 3.7, it is clear that the defects

move relatively little once the modulations along the stripes appear (which one supposes is indicative of an

increasingly smectic character). From cross sections obtained by confocal microscopy, the stripe structure

appears to consist of smectic wedges that form on the planar surface; the appearance of the rest of the cell

is consistent with the liquid crystal in that region being nematic.

Finally, on the cylindrically symmetric domains observed with HAN cells prepared with silicon oxide to

promote planar alignment: The silicon oxide deposition process produces a surface which has not only

mirror symmetry about an axis parallel to the direction of preferred alignment but also another mirror sym-

metry axis perpendicular to the direction of preferred alignment. For rubbed surfaces that latter symmetry

is necessarily broken. A structure consistent with the observed rotational symmetry is that of the toroidal

focal-conic domains (TFCD) illustrated in figure 3.22. This structure is also consistent with the FCPM

axial sections. The observed structure requires that, although the layers are arranged as concentric parts

of tori, the domains are nonetheless hexagonal and hence that the domain is surrounded by a wall where
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Planar
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Figure 3.22: Schematic of the toroidal focal conic domain structure formed by 8CB with a silicon oxide
surface.

the director field is discontinuous. A second possible arrangement is to have circular domains arranged

in a hexagonal array with the intermediate triangular regions filled with homeotropic liquid crystal; this

arrangement however implies an energetic cost at the planar surface. The conditions under which each

might be favourable shall be discussed in chapter 4.

In the next chapter various configurations—the “stripe” structure, Ruan et als’ structure, and the Toroidal

Focal Conic structure in cells prepared with silicon oxide—are each considered theoretically with reference

to the evidence from polarizing and confocal microscopy presented in this chapter, and each placed in the

context of the existing literature on spontaneous pattern formation in liquid crystals.



Chapter 4

On the Physical Origin of the

Configuration Adopted by a Smectic in a

Hybrid-Aligned Cell

I
# $,% -3&$ 1,37$%+, the self-organized structure discovered by Ruan et al. was studied, in order to

understand its physical origin, experimentally using polarizing and confocal microscopy, and also

by constructing cells with di!erent thickness and alignment materials. In contrast to the model

proposed by Ruan et al., the period of the array of domains was shown to be set by the period of an

intermediate structure andwas shown to be quite insensitive to the surface treatments used. It may therefore

be inferred that the period of the stripe structure is controlled by the bulk properties of the liquid crystal,

and in the absence of applied electric fields or chirality, the two remaining possible causes are elasticity

and flexoelectricity.

The behaviour of a smectic—CBOOA—in a hybrid aligned cell has been studied some time ago by [1]

in cells much thicker than those in the previous chapter (∼ 140µm). A similar phase sequence was ob-

served: a typical HAN state in the nematic; an intermediate striped structure appearing just above the

nematic–smectic transition; domains arranged onto a hexagonal lattice in the smectic. This latter state

was apparently first discovered by Kahn[76], who proposed its use in an early form of storage display but

did not study its origin extensively.

The principal di!erence between the observations presented in the previous chapter and by Ruan et al and

those of Cladis and Torza is the shape of the domains observed in the smectic phase. Those of Ruan et al.

appear fan-shaped; those of Cladis et al. are circular and in order to accommodate the hexagonal packing

are separated from one another by small homeotropic regions.

In the last chapter, it was shown that the domains had an appearance much closer to those of Cladis

79



M".%-& ("+ S6%1$'1-A '# 3 H28+'.-A-')#%. C%-- 80

and Torza if the planar surface was prepared with silicon oxide rather than a rubbed polyimide film, the

di!erence being that with the silicon oxide treatment in thinner cells, the edges of the domains were

hexagonal and there were no intermediate homeotropic regions. Observations with FCM suggest that

the silicon oxide structure is a Toroidal Focal Conic Domain (TFCD) bounded by hexagonal walls for

thinner cells. This is consistent with Cladis and Torzas’ own model of their domains[1] and more recent

observations of TFCDs formed at a nematic–isotropic interface [77]. It has recently been suggested by

Pishnyak et al.[72] that the smectic layers in the structure of Ruan et al. are arranged as Dupin cyclides

with the feature that the disclination ellipse is incomplete.

This chapter attempts to explain the physical reasons for the above behaviour. Following a review of

some supplementary background material on other striped structures that spontaneously appear in liquid

crystal films, and their physical reasons for doing so, the model proposed by Cladis and Torza for the stripe

structure is re-examined in light of the observations of the previous chapter. The structure of the V-shaped

defects that were observed for the first time in the previous chapter is shown to be well described by an

existing linearized theory of two-dimensional smectics. Finally, the open problem of the shape of Ruan et

al.’s structure is examined in light of the above conclusion that the domains are incomplete parts of Dupin

cyclides; the closely related problem of why the domains in a silicon oxide cell are bounded by hexagonal

walls is also considered.

4.1 Physics of the Nematic–Smectic-A Transition

Firstly, to briefly review the continuum theory of smectics and the critical phenomena associated with the

nematic–smectic-A transition. From chapter 1, an order parameter for the nematic–smectic-A transition

is the part of the mass density that breaks translational symmetry

ψ(r) cos
[
2π
a

Φ(r)
]

(4.1)

which depends on two functions: the magnitude ψ(r) and the phase Φ(r) = n · r − u where n is locally

normal to the layers and u is some arbitrary phase. The layers in this Eulerian description of the smectic

are assumed to lie at contours separated by the layer spacing a of the phase Φ(r); the alternative Lagrangian

description of the smectic is to label each discrete layer by an integer m.

The elastic free energy density of the smectic A is

F =
1
2
K1(∇ · n)2 −K24∇ · [n(∇ · n) + n×∇× n] (4.2)

where K1 and K24 are the splay and saddle-splay elastic constants defined in Chapter 1. The lack of twist
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and bend terms in 4.2 may be explained by considering a line integral over an arbitrary path C

I =
∫

C
n · dl

where n is a unit vector locally normal to the layers. The value of the integral is simply equal to the number

of layers traversed. In particular if the path is closed, then a trivial application of Stokes’ theorem yields an

equivalent integral over any S that is bounded only by C:

∮

C
n · dl =

∫

S
∇× n dS.

If the smectic is incompressible, then the integrals must be zero as no layers are traversed around a closed

path. Since this is true for any C and any appropriate S, the integrand ∇× n must be everywhere zero.

The implication of this is that twist and bend elastic deformations are forbidden within a bulk smectic if

it is incompressible.

Above the nematic–smectic-A transition temperature TC , the magnitude of the smectic order param-

eter ψ is on average zero. There are nonetheless fluctuations in ψ; temporary, correlated volumes or

cybotactic clusters form and reform of size proportional to a correlation length ξ(T ). These smectic-like corre-

lated volumes tend to exclude twist and bend distortion and so, as a nematic sample is cooled toward the

nematic–smectic-A transition temperature, the twist and bend elastic constants K2 and K3 must diverge,

in the limiting case where the layers are incompressible the elastic constants become infinite. The problem

of finding the temperature dependence of the twist and bend elastic constants,

K′
i = KN

i + δKi(T − TC)−νi , i ∈ {2, 3} (4.3)

where KN
i is the value of the elastic constant far above TC , is reduced in the context of existing theory

to finding some value for the critical exponents ν2 and ν3. Application of the Landau approach within

the mean-field approximation predicts that ν2 = ν3 = 1/2 [4]. De Gennes, invoking an analogy with

superconductivity, proposes that if fluctuations of the smectic order parameter are important then ν2 =

ν3 = 2/3 [22] (see [14] for a critique of the de Gennes theory). Each of these predictions only hold while

the transition is strictly second order (see section 1.1.4 on page 25). Experimental measurements of the

critical exponents ν2 and ν3 from many di!erent compounds suggest values that lie anywhere from 0.4 to

1[3]; as Chandrasekhar observes “The exponents are neither universal nor do they agree with any of the theoretical

models.”

4.1.1 Experimental Measurements of the Critical Exponents

In view of the above, it is necessary to review experimental studies of the specific compounds of interest

that exist in the literature. Elastic constants cannot, of course, be measured directly but must be inferred
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from some other quantity such as the electric or magnetic threshhold field in a Freedericks transition or

the intensity of Rayleigh scattering.

Thematerial used in the study of Cladis andTorza [1], p-cyanobenzylidine-p-n-octyloxyaniline (CBOOA),

has in fact been studied by each of these methods specifically with the intention of measuring ν2 and

ν3[78, 79, 80, 81]: The first published measurements by Cheung et al. of the magnetic Freedericks

threshhold field of a homeotropic cell yielded the bend critical exponent ν3 = 0.653 ± 0.05 [78]. A

paper published days later by Delaye et al. using the Rayleigh scattering technique concluded that the

twist exponent was 0.66 ± 0.05 [79]. Both of these measurements are therefore in agreement with the de

Gennes model. However, a later paper by Cladis that measured again the magnetic Freedericks threshhold

field concluded ν3 = 0.52 ± 0.03 in agreement with the mean-field prediction for a specially purified

sample and that for a less pure sample ν3 = 0.60 ± 0.01[80]. Finally, Chu et al. measured ν2 from the

intensity of Rayleigh scattering and concluded that ν2 = 0.48 ± 0.08[81].

There have similarly been a number of studies of the temperature dependence of the elastic constants in

8CB[82, 83, 84, 85, 86]. Very few of these, however, report values of the critical exponents and it is

necessary to extract them from the published data (described in appendix C). Some general remarks may

be made: Away from the nematic–smectic transition, the elastic constants obey the usual trend, i.e. that

K2 < K1 ≤ K3 and the ratios K22/K11 ≈ 0.5 and K33/K11 ≈ 1.1. All three constants increase as the

temperature is lowered away from the nematic–isotropic transition due to the increasing magnitude of the

nematic order parameter, but only the twist and bend elastic constants diverge at the nematic–smectic-A

transition. The nematic–smectic-A transition itself appears in 8CB to be very nearly second order[83].

There is little justification to claim that either the de Gennes or McMillan model is correct from the

experimentally measured probability distribution function for the critical exponents, but it is most likely

that they lie in the intervals 0.45 < ν2 < 0.7 and 0.6 < ν3 < 1.0. It is therefore very likely that ν3 > ν2

and consequently for all temperatures that K3 > K2.

4.1.2 Self-organized Periodic Structures in other Liquid Crystal Geometries

The “stripe” structure that spontaneously forms in the hybrid-aligned cell above the nematic-smectic

transition is not a unique phenomenon in the field of liquid crystal films. It is therefore useful to select

from the literature a few examples of spontaneous stripe formation that occur in other systems, and to

outline the models proposed in each case to describe their physical origin.

Perhaps the most influential paper on the subject is the work of Lonberg and Meyer[87] who observed

a striped state in a planar cell with magnetic field applied perpendicular to the cell and above a certain

threshold field, which was measured to be lower than the expected Freedericks threshhold. The period

of the stripes was of the order of the thickness of the cell (λ ∼ 32µm), and the stability of the striped

configuration was attributed to the elastic properties of the rather exotic material used: a polymer liquid
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crystal for which K2 ! K1 by an order of magnitude. The model proposed used a linearization of the

full Euler-Lagrange equations for very small perturbations of the director field away from the zero applied

field uniform configuration—and was therefore only valid in the immediate vicinity of the threshhold field.

The model made two important predictions: a wavelength for the stripes comparable to that observed and

that the minimum anisotropy required for such a transition was not large K2/K1 ! 0.3.

Such a linearized model gives, by its nature, no indication of the final configuration adopted by the liquid

crystal above the threshhold field. In order to find the actual director configuration adopted in such a

circumstance, it is necessary to minimize the nematic Frank energy numerically. Two later studies have

performed this feat and hence predicted the dependence of the threshhold field on the ratio of the elastic

constants[88] as well as complete phase diagrams[89].

A similar striped configuration has been shown to occur in homeotropic Freedericks cells with magnetic

field in the plane of the cell at temperatures just above the nematic–smectic-A transition by Allender

et al.[90]. A linear stability analysis very close to that of Lonberg and Meyer showed that, in contrast

to the planar geometry, the conventional Freedericks transition always occurs at some threshhold field.

If, however, the bend elastic constant is su4ciently greater than the splay constant, then the uniformly

distorted Freedericks state, at some higher threshhold field, becomes unstable with respect to periodic

modulations of the director field. Near the nematic–smectic-A transition, expulsion of bend distortions

by the fluctuating pre-smectic order provides the requisite elastic anisotropy. Later work suggests that, in

fact, the stripe configuration may occur below the conventional Freedericks threshhold if the bend elastic

constant is su4ciently larger than both the splay and twist elastic constants[91].

A rather di!erent cause of periodic instability, without the need for an applied field, was later suggested by

Barbero and Pergamenshchik[92]. They predicted that in a planar nematic cell, the surface-like saddle-

splay term might favour, if the twist elastic constant were su4ciently large, a spontaneous modulation of

wavelength much longer than the cell thickness. Pergamenshchik proposed later[93] that the K13 term

∝ ∇ · [n(∇ · n)] might further favour a periodic state in the planar cell. It is beyond the scope of this

thesis to discuss the contentious K13 term: a useful review of its possible e!ects in the context of pattern

formation is to be found in [94]; a group theoretical argument against its existence is to be found in [14].

The final geometry to be considered is the familiar hybrid aligned film. It is well known that su4-

ciently thin hybrid aligned films will always adopt a uniform tilted or planar configuration with no elas-

tic distortion[95]; however it has been shown experimentally[96] that submicron films thicker than this

limit with an applied magnetic field will spontaneously adopt a striped configuration (visually very sim-

ilar to those in the previous chapter, and with similar defects) of wavelength much thicker than the film

thickness ∼ 20µm. It is particularly noteworthy that this phenomenon does not require anisotropy of

the elastic constants. By means of a linearized perturbation theory, Pergamenshchik has shown that the

saddle-splay elasticity may produce a similar long-wavelength distortion in an a thin hybrid-aligned film

even in the absence of an applied field[97]. Lavrentovich and Pergamenshchik attempted to use this e!ect
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experimentally[98] in a Langmuir-Blodgett deposited film of 5CB to measure the K24 elastic constant

from the dependence of the stripe period with film thickness, but found that it was necessary to include

the K13 term in order to fit their data.

A common theme in much of the above work is that spontaneous stripe formation is very often associated

with elastic anisotropy (and hence usually occurs above the nematic–smectic transition). Linearized the-

ories around the transition have been widely used with some success to predict the qualitative features of

the phase diagram of many situations, and provide some estimate of the dependence of the wavelength on

relevant parameters; numerical solution of the Euler-Lagrange equations may be used in nematic systems

to obtain the actual configuration of the director field within the stripes.

4.2 The “Stripe” Structure

The usual static configuration of the liquid crystal in a HAN cell, as derived in chapter 1, involves both

splay and bend distortions. As the HAN cell is cooled towards the nematic–smectic transition, the bend

elastic constant diverges and the one dimensional solution derived in section 1.4 ( on page 35) converges on a

limiting functional form. Importantly, however, the director field in that limiting form retains considerable

bend distortion. The situation is therefore in some sense analogous to the original work of Lonberg and

Meyer in that an elastic distortion is imposed on the system—in their case by a magnetic field, in the present

case by the strong anchoring at the boundary—and the elastic constants are very di!erent. Extending

that analogy, it may be envisioned that a bulk periodic modulation of the director field along a direction

perpendicular to the plane of the distortion, might in principle reduce the energy.

The conventional approach to assessing the stability of the ground state to a periodic modulation, namely

to consider the energy change due to an infinitesimal periodic perturbation of the uniform state, is very

di4cult to apply in the present case. For one thing the elastic constants are clearly very far from being

equal, and so the one constant approach of [96] may not be applied; secondly, the director in the ground

state is not constant but dependent on spatial coordinates. It is nonetheless straightforward enough to

construct a linearized theory, and has for the case K11 = K33 been done before [97]. Generalizing the

earlier work, consider a periodic perturbation of the components of the director field from the ground state

θ(z) where the director is confined to the x− z plane,

θ̃(x, z) = θ(z) + αf(z) cos
(

2πy

λ

)

φ̃(x, z) = π/2 + αg(z) sin
(

2πy

λ

)
(4.4)

where α is infinitesimal. The y-dependence of the perturbation may be thought of as the lowest harmonic

of a Fourier expansion of the director (the higher harmonics are inevitably elastically more expensive and

so must have lower amplitude), and it has shown to be su4cient[87, 97], because of the inversion symmetry



M".%-& ("+ S6%1$'1-A '# 3 H28+'.-A-')#%. C%-- 85

and translational symmetry in the x-direction of the free energy, to arbitrarily choose the perturbation of

one of the director components to be even and the other to be odd. The perturbed director may then be

substituted into the Frank energy, terms collected in powers of α, and then integrated over a single period

λ. The linear variation of the energy δF is identically zero and so the leading variation in the energy per

unit area from such a perturbation is quadratic:

α2 δ2F

K3
=

∫ d

0
dz

[
2π2

λ2

(
k2f

2 + k1 cos2 θg2
)
− 2π

λ
cos2(θ) (k2g

′f + k1f
′g)+

+2 cos2(θ)
(
k2 + (1− k2) sin2 θ

)
g′2 + (cos(2θ) (k1 − 1) + k1 + 1) f ′2

]
(4.5)

where k1 = K1/K3 and k2 = K2/K3. If this quantity is negative, then a spontaneous elastic distortion

ought to appear in the bulk. The first, third and fourth terms are positive definite but the second is not

and so may be able to cause spontaneous distortions. The conventional procedure, to minimize (4.5) by

variational calculus yields a set of Euler-Lagrange equations that are di4cult to solve numerically (this is

a general problem with the HAN configuration; see [97]).

The linearized model just described assumed that the transition to the “stripe” state took place due to

the diverging elastic anisotropy above the nematic–smectic-A transition temperature; and that the smec-

tic order parameter was on average zero throughout the cell. The model originally proposed by Cladis

and Torza, on the other hand, explains the phenomenon due to the smectic order growing in from the

substrates and compressing the nematic into a progressively smaller central region. The nematic region

is stabilized because the presence of twist and bend distortions with |∇× n| /= 0 e!ectively lower the

transition temperature to the smectic phase as predicted by de Gennes[22]

T ′c = Tc − lTS
c |∇× n| (4.6)

where l is the molecular length and TS
c is the nematic–smectic-A transition temperature; furthermore, the

nematic–smectic transitionmust be very nearly second order as only in this case can the nematic and smec-

tic phases coexist without an energetically expensive boundary. A consequence of 4.6 is that temperature

dependence of the twist and bend constants is modified by the presence of |∇× n| deformations

K′
i = KN

i + δKi(T − TC + lTS
c |∇× n|)−νi , i ∈ {2, 3}. (4.7)

The insight of Cladis and Torza was that at some thickness it might be energetically favourable for the

nematic layer to buckle (fig. 4.1) so that the nematic layer is surrounded by interdigitated smectic wedges

in such a way as to maintain a constant thickness of the nematic layer. The wrinkled nematic has a lower

bend energy by a factor of 1/ cos θ at the expense of increasing the twist energy; since K2 < K3 for

CBOOA (and 8CB) even near the nematic–smectic-A transition, the wrinkling may nonetheless reduce
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the overall energy of the nematic layer. The energy of the wrinkled layer per unit area was shown to be

2FNL = K3

[
E(k′)

d0
+

K2

K3
tan2 θ

(
E(k′)

d0
+

π

t− d0

)]
(4.8)

with d0 the thickness of the nematic layer, θ the angle of the wedge, and t is defined in fig. 4.1; E(k′) is

the complete elliptic integral of the second kind and

k′ =

√
(K3 −K1)ξ2

K3ξ2 + K2(t− d0)2
(4.9)

where 2ξ is the period of the stripes. The parameters ξ, d0, θ and t are not independent but related by

t− d0 = ξ tan θ (4.10)

and there is a natural constraint that t must be less than the cell thickness. The procedure to determine the

period of the stripes is to find ξ and θ that minimize FNL/d0 for various values of ∆T = T − TC , taking

into account the temperature dependence of the elastic constants (4.6) with

〈|∇× n|〉 =
E(cos θ)
d0 cos θ

; (4.11)

for ∆T = 0 the minimum is always at θ = 0, corresponding to the unwrinkled state, while for ∆T < 0

the minimum may occur at some finite θ and ξ. Since the period cannot change except by the nucleation

of defects, Cladis and Torza supposed that the period would not change with temperature and so that the

actual period would be the one which minimized F0/d at the temperature where the wrinkled state just

had lower energy than the non wrinkled state.

For CBOOA, Cladis and Torza used lTS
c = 1.2µm [99] and critical exponents ν2 = ν3 = 1/2 and the

minimization of FNL/d0 at T − Tc = −0.01K yielded a configuration θ = 26◦ and 0.68 < 2ξ/d < 0.72

which agreed well with their experimental value of 2ξ/d = 0.66. A reanalysis of their model retaining

the same values was attempted looking for the critical temperature at which the wrinkled state becomes

lower than the unwrinkled state; this yielded T − TC = −0.0091K with θ = 16◦ and 2ξ/d = 0.8

which agrees less well with the experimental value. The predicted period is a!ected by the choice of

critical exponents used, for example with ν2 = 1/2, ν3 = 2/3, the minimal value of FND/d0 occurs at

∆T = −0.0062K and θ = 29◦, 2ξ/d = 0.51; with ν2 = 2/3, ν3 = 2/3, the minimal value of FND/d0

occurs at ∆T = −0.0073K and θ = 35◦, 2ξ/d = 0.75.

Reducing the cell thickness increases the magnitude of the curl term in (4.11) and therefore increases

proportionately the critical temperature at which the the wrinkled nematic layer has lower energy than

the unwrinkled form. The parameter lTS
c plays a similar role; for 8CB the transition temperature is lower

than that of CBOOA (see section 3.1 on page 56) as is the molecular length and so lTS
c ∼ 0.67. The
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Figure 4.1: Schematic of the model of Cladis and Torza for the “stripe” structure as a wrinkled layer of
nematic coexisting with smectic “wedges”. (Redrawn following [1])

minimization procedure described above was performed with these values using a range of values for the

critical exponents in the intervals 0.4 < ν2 < 0.7 and 0.5 < ν3 < 1 and also with ratios of the elastic

constants far above the nematic–smectic-A transition as measured by others (see Appendix C). It was

found that the predicted period varied only weakly with the values of the critical exponents, in the range

0.5 < 2ξ/d < 0.8, in marked disagreement with the experimental value of 2ξ/d ∼ 1.2 from the previous

chapter. Altering lT I
c over an order of magnitude changed the transition temperature as expected, but did

nothing tomove the predicted period outside this interval; the minimization procedure was then performed

with values of KN
2 /KN

3 , ν2 and ν3 outside the range of experimentally measured values and the predicted

period did not change significantly. It must be concluded then, that the model of Cladis and Torza does

not describe the situation with 8CB completely.

There are a number of possible explanations for the discrepancy between the theoretical and experimental

values for 2ξ/d. Firstly, the model assumed that the nematic–smectic-A transition was second order: as

discussed in the previous section this is not quite the case for 8CB. If the latent heat of transition is very

small, a term proportional to the volume of the nematic region ought to be included in the free energy.

Nonetheless, the evidence of confocal microscopy (fig. 3.17 on page 72) suggests that the final configu-

ration of the “stripe” phase is very close to the model of Cladis and Torza. In particular there are ‘wedges’

at the planar surface that are clearly smectic due to the enhanced fluorescence. One might expect to see

a region of correspondingly decreased fluorescence near the homeotropic substrate, but this was not seen

with the confocal microscopy. Because the original model of Cladis and Torza was inferred from the for-

mation of planar smectic wedges around an included wire treated to promote planar alignment (and the

homeotropic wedges were not observed in that case), there is in fact no experimental evidence to suggest
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that these homeotropic wedges exist. It is possible that the smectic order grows in from each substrate

with wrinkling only at the planar surface; the director configuration in such a configuration, however,

must depend on two coordinates and cannot be found analytically with the anisotropic elastic constants

necessary.

There is further evidence from the confocal microscope cross-sections that a more sophisticated model

might be necessary: when the wedges first become visible, their emission intensity is not significantly

greater than the maximum emission intensity observed in the nematic phase. As they form, the magni-

tude of the smectic order parameter within the wedges must be rather small, and hence they cannot be

ignored entirely as in the model above. Properly, one ought to incorporate the smectic order parameter

into the free energy—both elastic and Landau terms—as a spatially dependent quantity, and seek the con-

figuration that minimizes the free energy as the temperature is lowered through the nematic–smectic-A

transition; e!ects such as surface smectic ordering[34] are then included quite naturally. It is noteworthy

that recent computer simulation of nematics using the Q-tensor representation of the director that, for

example, capture the movement of disclinations, (e.g. [100, 101, 33]) have no counterpart with smectics.

The field of spontaneous pattern formation might well benefit from a similar approach.

4.3 Structure of the V-shaped Defects

The intermediate stripe phase is interspersed with what were termed in the previous chapter V-shaped

defects. On one side of the defect an additional pair of stripes is included and the stripes on the other side

are forced to bend round (in a manner that resembles a ‘V’) to accommodate the inclusion. This section

considers the configuration of the stripes around the defect and relates the observations in section 3.2 to

previous theoretical work.

A useful approach is to ignore the vertical structure of the stripes (i.e. the z dependence in the coordinate

system defined in the previous section) and to regard the stripe structure as a two dimensional smectic by

representing each stripe as a single “smectic” layer. In this picture, the HAN-Stripe transition would be

regarded as a two-dimensional nematic-smectic transition and may be characterized by an order parameter

of the form (4.1). The full free energy of the stripe phase is replaced by the two-dimensional smectic free

energy

F =
1
2

∫

S
K̃1(∇ · n)2 + B̃(|∇Φ|− 1)2 d2x (4.12)

where the compressibility B̃ and the splay elastic constant K̃1 (there can be no saddle-splay deformation

in two dimensions) are now notionally related in some complicated manner to the ‘bare’ material constants

K1, K2, K3 as well as the vertical configuration of the liquid crystal. Within this description, the V-shaped

defects should have the same structure as edge disclinations in smectic liquid crystals—a problem that has

already been extensively studied theoretically[102, 103, 3] and experimentally [61].
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A suitable choice of coordinate system is, following [102], x measured along the length of the stripes and

y perpendicular to the stripes with the line y = 0 along the centre of a single isolated defect. Adopting

the Eulerian description of the smectic (discussed earlier in section 4.1), the phase Φ(x, y) along the line

y = 0 must, at the core of the defect, jump discontinuously by some value b/2 where b is called the

Burger’s number of the disclination (analogous to the Burger’s vector for defects in a crystal). The energy

of the defect may be found by promoting the phase factor u(x, y) to a field quantity and substituting

Φ(x, y) = y + u(x, y) into (4.12), making use of the relation n = ∇Φ/ |∇Φ|; Euler-Lagrange equations

may then be derived from this energy and solved subject to the boundary condition

u(x, 0) =






0 x < 0

a/2 x ≥ 0
;

this need only be performed for the region y > 0 since the defect must be symmetric about its centre. The

full Euler-Lagrange equations for u(x, y) are nonlinear, but may be linearized if b <
√

K1/B and solved

to yield

u(x, y) =
1
4
b sgn(y)

[
Erf

(
x

2
√

λ
√

|y|

)
+ 1

]
(4.13)

where λ =
√

K̃1/B̃. A recent interesting development[102] has been the analytical minimization of (4.12)

which yields

u(x, y) = 2λ sgn(y) log

{
1
2

(
e

b
4λ − 1

)[
Erf

(
x

2
√

λ
√

|y|

)
+ 1

]
+ 1

}
(4.14)

The structure of the layers around the defect is plotted in fig. 4.2 for di!erent values of λ/b. The nonlinear

theory agrees closely with the linearized theory for λ/b > 1 as expected. The two theories were fitted

to a typical V-shaped defect observed in the stripe phase (fig. 4.3) where values of the ratio λ/b for the

disclination in the interval 1.1 < λ/b < 1.5 gave good and visually indistinguishable fits. The V-shaped

defects are therefore well described by the linearized theory. As the cell is cooled so that modulations appear

along the length of the stripes, however, the shape of the V-defects changes in a manner consistent with λ

decreasing (compare fig. 3.7 on page 61 with 4.2). The presence of other nearby defects generally limits

the applicability of (4.2) and (4.14) to the first few layers around the defect (as may be seen from fig. 4.3).

4.4 Behaviour in the Smectic Phase

4.4.1 In Cells Prepared with Silicon Oxide as an Aligning Layer

The structure adopted in the smectic phase in cells preparedwith silicon oxide to promote planar alignment

di!ered considerably from the structure of Ruan et al. Observations from confocal microscopy and polar-
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Figure 4.2: Smectic layer structure around a V-shaped defect using the analogy with edge disclinations in
a smectic.

12µm

Figure 4.3: Fitted linearized solution to zipper defect with λ/b = 1.4
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izing microscopy in the previous chapter confirm that it is composed of Toroidal Focal Conic Domains.

The structure is much closer to that observed in the work of Cladis and Torza[1] with one di!erence:

in that work, the domains were circular and separated by small dark triangular regions, a configuration

referred to hereafter as C-TFCD; in the present work (see fig. 3.11 on page 65) the domains are hexagonal

in shape, more closely packed, and there are no intermediate dark regions (henceforth denoted H-TFCD).

The principal di!erence between the two cases is—neglecting the choice of surface treatment that Cladis

does not describe—that Cladis’s cells are around 140µm thick while those in the previous chapter were an

order of magnitude thinner.

In order to explain this di!erence, it is necessary to evaluate the free energy of each situation. The free

energy of each state is a sum of many terms: a bulk elastic contribution; a contribution from the azimuthal

anchoring energy at the planar surface; a contribution from the polar anchoring energy in the intervening

regions between theC-TFCDs; a contribution from the polar anchoring energy at the homeotropic surface

and, finally, a contribution from the walls between the H-TFCDs where the director is discontinuous. It

is necessary to determine the strength and scaling behaviour of each of these contributions. Fortunately, a

good deal of work has already been done on TFCDs[16, 104, 105, 77, 106, 107].

Before each contribution is evaluated individually, it is necessary to define a few common parameters: R is

the distance between the line disclination cores in adjacent domains (it is exactly Ruan et al.’s definition of

the pitch of their structure); a is the radius of the circular disclination confocal with the line disclination in

the centre of the domain (the “natural” radius of the domain); the cell thickness is d. Note particularly that

R and d are not independent quantities as was supposed by Ruan et al.; their ratio is set by the intermediate

“stripe” phase that exists above the smectic phase in temperature.

The natural coordinate system of the Toroidal Focal Conic Domain {r, u, v} are toroidal coordinates

defined by considering a line from some point on the defect circle to a point on the line (fig. 4.4): that line

is specified by an azimuthal angle v around the circle and a polar angle u between the line and the plane of

the central defect line while length along that line is specified by a third coordinate r. The value of uwhere

r̂ points toward the bottom of the central defect line defines the cone angle for the domain γ = arctan(a/d).

In this coordinate system, the director everywhere has a very simple form {nr, nu, .nv} = {1, 0, 0}. For

convenience, suppose a Cartesian coordinate system is simultaneously defined with origin at the centre of

the domain in the plane of the circle disclination, and where the z-axis points parallel to the line defect;

the x-axis may be take to lie parallel to the plane defined by v = 0 and the y-axis is then oriented so that

the system is right-handed (fig. 4.4). The azimuthal easy axis at the planar surface is defined to lie parallel

to the y-axis.

Within these definitions, if a = R/2 then the domains are circular and are separated by interdomain

homeotropic regions while if a = R/
√

3, the domains are exactly hexagonal in shape and the size of the

interdomain homeotropic regions vanishes as a → R/
√

3 [fig. 4.5(a)]. Between R/2 < a < R/
√

3 parts

of the domain are separated from adjacent domains by walls across which the director is discontinuous.
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Figure 4.4: Schematic of toroidal coordinates

Within this regime, it is useful to define the angle ψ = arccos( R
2a ) subtended between a line normal to

the domain wall and a line from the centre of the domain to the edge of that domain wall; it is also helpful

to define the half angular size α = π/6− ψ of the parts of the domain which appear as sectors of a circle

when viewed from above [fig. 4.5(b)]. In order to specify the limits of integration later, it is convenient to

define a length t(v) = a− 1
2R cos v which is the radial distance between the wall and the circle disclination

as a function of the azimuthal coordinate v (fig. 4.6).

The bulk elastic energy of a Toroidal Focal Conic Domain has already been calculated for the circular

case[104]: it is, correcting a minor error in the saddle splay term as presented in the paper, and substituting

the earlier definitions

FcTFCD = πK1a

[
π

2
ln 2 + L(π/2− γ) + (π − 2γ)

(
ln

a

ξ
− 2

)
+ γ ln

ad

ξ
√

a2 + d2
− 2

d

a
ln

(
1 +

a2

d2

)]

−πK24d

[
πa

d
− 2

a

d
γ + ln

(
1 +

a2

d2

)]
(4.15)

where L(x) = −
∫ x
0 ln cos t dt (the representation supplied in [104] appears to be incorrect and so we

calculate this very simple integral numerically), ξ is the core radius of the disclination i.e. the characteristic

length around a disclination over which elastic distortion is su4cient to reduce the magnitude of the

smectic order parameter to zero. Since the TFCD has cylindrical symmetry, FcTFCD/2π represents the

energy per radian of an incomplete domain nonetheless bounded by a circle of radius a and so the energy

of the type I regions [fig. 4.5(b)] is

FbI = 12αFcTFCD/(2π) (4.16)

To compute the total elastic energy of the domain it is necessary to supplement with the integral of the

elastic energy density over the type II regions. It is well known[16] that in the toroidal coordinate system

that the elastic energy density at a point may be expressed as a function of the principal radii of curvature

R1 = r and R2 = r − a/ sinu of the torus that that point lies on. The splay energy density is exactly the
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Figure 4.5: Overhead schematic of a Toroidal Focal Conic Domain (a) identifying distinct regions and
variables for integration (b) shape of the domain with interdomain separation R fixed and r varying be-
tween 1/2 (circular) and 1/

√
3 (hexagonal).
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Figure 4.6: Cross section of a Toroidal Focal Conic Domain
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square of the mean curvature of that torus

f1 =
K1

2

(
1

R1
+

1
R2

)2

(4.17)

and the saddle-splay energy density is exactly the Gaussian curvature

f24 = K24
1

R1R2
(4.18)

which is negative in sign within the TFCD sinceR2 is negative. Following Lavrentovich et al., the integral

over a single section of type II region may be further divided into an inner part IIa defined by γ < u < π/2

and an outer part IIb 0 < u < γ where γ = arctan([a− t(v)]/d) (fig. 4.6). Due to the awkward shape of

the domains, it is easiest to evaluate the integrals numerically. The volume element is

dV = r(a− r sinu) dr du dv (4.19)

and in region IIa the limits of integration are then

0 < v < ψ

γ < u < π/2

t(v)
sinu

< r <
a

sinu
− ξ (4.20)

while in region IIb they are

0 < v < ψ

arctan
t(v)
d

< u < γ

t(v)
sinu

< r <
d

cosu
. (4.21)

The total energy of the hexagonal TFCD is therefore 12 times the integral of (4.17) and (4.18) over a

single region IIa with limits (4.20) and region IIb with limits (4.21), as well as the additional contribution

(4.16) from the type I regions.

At the planar surface and within the focal conic domain, the director lies everywhere parallel to the sub-

strate and so there is no contribution to the polar anchoring energy. Furthermore, it is convenient to

change to polar coordinates φ (which is equivalent to v in toroidal coordinates) and ρ the distance from

the line disclination at the centre of the domain. The azimuthal anchoring energy of the TFCD with
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complete circular base is

FcPφ =
WPφ

2

∫
n2

x dS

=
WPφ

2

∫ 2π

0

∫ a

0
cos2 φρ dρ dφ

=
WPφa2π

4
(4.22)

where again it is assumed that the Rapini-Papoular anchoring energy is valid when the angle between

the in-plane component of the director and the azimuthal easy axis is not small. For the situation where

a > R/2, it is necessary to divide the region in the same way as for the bulk energy into regions of type I

and II [fig. 4.5(b)]. Since the integrand of the azimuthal anchoring energy lacks the cylindrical symmetry

of the bulk energy, having only inversion with respect to the x- and y-axes as symmetry operations, it is

necessary to integrate over the quarter of the domain defined by 0 < φ < π/2 and multiply the result by

four. The type I regions are straightforward; using the earlier definition of α

FPφI = WPφa2

(∫ π/6+α

π/6−α
cos2 φdφ +

∫ π/2

π/2−α
cos2 φ dφ

)

= W a2Pφ3i

[
log(2)− log

(
i
R

a
+

√
4− R2

a2

)]
− πa2. (4.23)

The type II regions are then

FPφII = 2WPφ

(∫ ψ

0

∫ R
2 cos φ

0
cos2 φρ dρ dφ +

∫ π/2−α

π/6+α

∫ R
2 cos(φ−π/6)

0
cos2 φρ dρ dφ

)

= WPφ
R2

2

(
ψ

2
+

∫ π/2−α

π/6+α

cos2 φ

cos2(φ− π/3)
dφ

)
(4.24)

where the remaining integral is to be integrated numerically. The total azimuthal energy at the planar

surface is the sum of (4.23) and (4.24).

Between the C-TFCDs is an intervening nearly triangular region that must be homeotropic in order to

maintain continuity of the layers and there are two such regions per unit cell of the structure. At the planar

surface, the director in these regions is exactly perpendicular to the easy axis and so incur an anchoring

energy proportional to their area

FPθ =
WPθ

4

(
√

3R2 − a

[
−12 arccos

(
R

2a

)
a + 2πa + 3R

√
4− R2

a2

])
.

The next contribution to the total free energy comes from the polar anchoring energy at the homeotropic

interface. Since the director is around the edge of the domain nearly homeotropic, this contribution is
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expected to vary only weakly with a for fixed R. Since the energy density

fTθ(ρ) =
(a− ρ)2

a2 − 2ρa + d2 + ρ2

is cylindrically symmetric, it is necessary only to evaluate the energy in one type I region and one type

II region producing the total by 12. Again adopting polar coordinates this time in the plane of the

homeotropic substrate, the polar anchoring energy is

FTθ = 6WTθ

(
α

∫ a

0
fTθ(ρ)ρ dρ +

∫ ψ

0

∫ R
2 cos φ

0
fTθ(ρ)ρ dρ dφ

)

=
WTθ

4

{
36a2 arccos

R

2a
+ 12αa2 − 24αda arctan

a

d
+ 3R

√
4− R2

a2
a+

+2πd2 log
(

1 +
a2

d2

)
+ 12aR log

[(
cos(ψ/2)− sin(ψ/2)
cos(ψ/2) + sin(ψ/2)

)(
2

1 + tan(ψ/2)
− 1

)2
]}

.

Each H-FCD is separated from its six neighbours by domain walls across which the director appears

at the macroscopic scale to change discontinuously. At the microscopic scale, however, the layers bend

round in such a way to maintain their continuity; although curvature on such a length scale will tend to

reduce the magnitude of the smectic order parameter, the energy of such a reduction is tantamount to a

renormalization of the wall width and so it is unnecessary to include this e!ect explicitly in the calculation.

In the present case, since each of the walls has an identical configuration, it is necessary to compute only

the energy of one wall and so it is su4cient to evaluate the energy of the wall perpendicular to the x-axis

and defined by the limits −ψ < v < ψ The energy density of the wall is postulated to be some function

of the cross product of the two directors at either side of the wall ω = |n1 × n2|, a quantity that properly

vanishes if n1 and n2 are parallel and so there is no discontinuity. This cross product is particularly simple

to evaluate using the Cartesian representation of the director since the wall is a plane of mirror symmetry

ω =

∣∣∣∣∣∣∣∣∣∣

x̂ ŷ ẑ

nx ny nz

−nx ny nz

∣∣∣∣∣∣∣∣∣∣

= 2
√

n2
x(1− n2

x). (4.25)

and depends only on nx. In Cartesian coordinates, nz = 1/
√

1 + (t/z)2 where the length t defined earlier

(fig. 4.6) has the form t = a−
√

y2 + R2/4. The component of the director perpendicular to the wall nx
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is

nx =
(
1− n2

z

)
cos

(
arcsin

2y
R

)
.

= 1

/
√√√√√√

(
4y2

R2
+ 1

)


1 +
4z2

(√
R2 + 4y2 − 2a

)2



 . (4.26)

It has been shown that the energy density of a curvature wall is[105]

fw =
2K1

λ
(tanω − ω) cosω ≈ 2K1ω3

3λ
(4.27)

where λ =
√

K1/B is the smectic penetration depth and the approximate result is valid if ω is small. The

energy of half a single wall may be obtained by substituting (4.26) into (4.25) and then (4.25) into (4.27)

and integrating the result over the interval 0 < y <
√

a2 + R2/4 and −d < z < 0. The total energy of

all the walls is this value multiplied by 12.

Each of these terms is plotted in fig. 4.7 in ‘bare’ form, i.e. scaled so that the governing prefactor (which has

units of energy per unit area) is 1. In front of the elastic terms is a factor Ki/R; the magnitude of the splay

elastic constant K1 is well known to be about 1 × 10−11N[73, 86] and for the 10µm cell, the prefactor

is hence 10−5Jm−2 and the splay term favours the hexagonal configuration by ∆F1 ≈ 8 × 10−5Jm−2

[fig. 4.7(a)]. The saddle-splay constant K24 is known from theory to be smaller than but of the same

order as the splay constant [e.g. [108] proposes K24 = (K1 + K2)/4] and hence the saddle-splay term

favours a near hexagonal configuration by a quantity two order of magnitude smaller than the splay term

∆F24 ≈ 5× 10−7Jm−2 [fig. 4.7(b)].

The anchoring energies have not, however, been determined for the smectic phase with much precision;

for the polar anchoring energy Lavrentovich reports that 10−4 < Wθ ! 10−2Jm−2 (compared with

Wθ ∼ 1 × 10−4Jm−2 for nematics). The homeotropic anchoring energy of the interdomain region

therefore favours the hexagonal configuration by between 4×10−6 < ∆FθP < 4×10−4Jm−2 [fig. 4.7(c)];

while the polar anchoring at the homeotropic substrate favours the circular configuration by 4× 10−7 <

∆FθT < 4 × 10−5Jm−2 [fig. 4.7(d)]. The azimuthal energy does not appear to have been measured for

smectics, but in nematics 10−3 < Wφ/Wθ < 10−1 and for silicon oxide surfaces Wφ ∼ 1× 10−5Jm−2. If

this trend is also true in the smectic phase, then 10−6 < Wφ < 10−3Jm−2 and hence the azimuthal energy

change at the planar surface favours the circular configuration by 4 × 10−7 < ∆FφP < 4 × 10−5Jm−2

[fig. 4.7(e)].

The remaining contribution is the energy of the curvature walls which have a prefactor of 2K1/(3λ)

[105] where λ is of the order of the smectic coherence length i.e. ∼ 10nm. The prefactor is therefore

7× 10−4Jm−2 and so the wall energy in the hexagonal state is ∼ 7× 10−5Jm−2.

The observed behaviour is that for thin cells, the hexagonal configuration is preferred, while for thicknesses
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Figure 4.7: Contributions to the energy of a Toroidal Focal ConicDomainwith the interdomain separation
R = 1, 1/2 < a < 1/

√
3 and d/R = 0.9; the contributions are in ‘bare’ form with their governing

prefactor chosen to be 1.



M".%-& ("+ S6%1$'1-A '# 3 H28+'.-A-')#%. C%-- 100

an order of magnitude larger, the circular configuration has lower energy. The above analysis suggests that

the only terms relevent to the e!ect are the bulk splay energy, the wall energy and in principle the energy of

the homeotropic inter-domain regions. With increasing cell thickness, the ratioR/d remains constant and

so the bulk splay energy per unit area scales like ln (d/ξ); the surface energy per unit area does not change;

the wall energy per unit area scales linearly with d (due to the 1/λ term in the prefactor). The energy of

the walls increases much faster with cell thickness than the splay energy and so at some critical thickness

the energy cost of forming the curvature walls exactly equals the saving in splay energy by adopting the

hexagonal shape. Above this thickness, the circular shape has lower energy. If the polar anchoring energy is

at least an order of magnitude larger than the value in the nematic phase, then the polar anchoring energy

of the interdomain homeotropic regions will be of comparable magnitude to the leading terms for micron

cell thicknesses and will raise the critical thickness.

Since radii of the TFCD in between 1/2 and 1/
√

3 have not been observed, it is very likely that the surface

energy is significant: Competition between the two influences favouring the hexagonal shape (only one

of which changes with thickness) and the influence favoring the circular shape (which grows rapidly with

thickness) would suggest a sudden change from hexagonal to circular, competition that involves only the

curvature walls and splay energy or only the curvature walls and the interdomain regions would suggest a

more gradual transition with intermediate radii of the TFCD.

4.4.2 The structure of Ruan et al.

It was described earlier that the most interesting aspect of the structure of Ruan et al. is that individual

domains are not circular. Recent work by Pishnyak et al.[72] based on observations with a confocal mi-

croscope suggests that within those domains, the smectic layers are arranged as parts of incomplete Dupin

cyclides. Furthermore, they suggest that the physical origin of the phenomenon is the azimuthal surface

anchoring energy:

“The missing parts of ellipses correspond to n orthogonal to the rubbing direction. We relate the frag-

mentation to azimuthal anchoring caused by rubbing; it is absent at azimuthally degenerate interfaces

such as SmA-isotropic fluid. It is well known that the hybrid-aligned SmA at the isotropic substrates

shows hexagonal structures formed by FCDs with complete circular bases e.g. [72]”

Before this claim is examined in detail, it is necessary to review the structure of the Dupin cyclides in

greater detail than presented in chapter 1. The smectic layers are arranged around two disclinations: an

ellipse and hyperbola that are confocal but lie in orthogonal planes. In the present case, the hyperbola lies

in a plane orthogonal to the substrate and the ellipse lies in a plane usually parallel or possibly making some

angle with the substrate. The layer normal at a particular point always lies parallel to a line connecting

some point on the ellipse to another point on the hyperbola and passing through the point of interest.
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Figure 4.8: Set of confocal ellipses of di!erent eccentricity with corresponding confocal hyperbola.

The disclination ellipse and hyperbola are characterized by a parameter called the eccentricity which is

defined for the ellipse

e =

∣∣∣∣∣∣

√

1−
(

rmajor

rminor

)2
∣∣∣∣∣∣

(4.28)

where rmajor and rminor are the major and minor radii; if the eccentricity is 0, the ellipse becomes a circle

and the hyperbola becomes a straight line; hence the focal conic domain of zero eccentricity is a toroidal

focal conic domain [16]. A series of ellipses and hyperbole with increasing eccentricity are plotted in fig.

4.8. The observations of the previous chapter, as well as those of Pishnyak et al.[72], are consistent with a

value for the eccentricity of the focal conic domain of around 0.1− 0.3.

The azimuthal anchoring energy density is plotted over the surface of the domain in fig. 4.9 on the next

page. Indeed, as Pishnyak et al. suggest, the greatest contribution to the azimuthal energy is localised

in the two areas immediately to the left and right of the defect; these are the very areas excluded in the

structure of Ruan et al. It is also evident that, as the eccentricity of the domain increases, the regions

with highest azimuthal anchoring energy density are moved further into the excluded regions and so the

residual azimuthal anchoring energy should decrease with e.

The question nonetheless remains why, in cells prepared with silicon oxide (whose domains geometrically

must have the same spatial dependence of the azimuthal anchoring energy density) the exclusion does not

occur while in the rubbed polyimide cells it does. There are unfortunately no measurements for either

of these alignment materials in the smectic phase. In the nematic phase, guided mode studies suggest

Wφ ∼ 3 × 10−6 for silicon oxide[49] and Wφ ∼ 10−5 for rubbed polymer surfaces[52]; the value for

the silicon oxide surface is certainly lower, but by less than an order of magnitude. In the absence of a
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Figure 4.9: Azimuthal anchoring energy density of a Dupin Cyclide FCD along the planar surface.

persuasive discrepancy, it is natural to ask whether the azimuthal anchoring energy is the only influence

on the system that favours exclusion of parts of the domain with the consequent introduction of curvature

walls. Since in very thick cells the domains are circular it may be inferred that the phenomenon is caused

by some part of the surface anchoring.

Confocal microscopy of the structure of domain walls in the nematic phase (see section 3.4 on page 69)

indicates that the easy axis is definitely not parallel to the plane of the substrate, but rather makes a polar

angle of around θe ∼ 15◦ to it. If this phenomenon persists into the smectic phase, then for the case where

the disclination ellipse lies in the plane of the substrate, the surface energy of the complete domain is

Fθ ≈
WθP

2
πa2θ2

e

which is, supposing that WθP in the smectic phase remains an order of magnitude or more greater than

WφP as is the case in the nematic phase [49, 47], comparable to or greater than the azimuthal anchoring

energy which must be of the same size as that calculated earlier for the zero eccentricity case (4.22).

One might suppose that the polar anchoring energy may be reduced by moving the plane of the ellipse

to some distance z into the substrate, ignoring any other constraint that render the manoeuvre infeasible,

so that the disclination ellipse is in e!ect ‘virtual’. The polar anchoring energy in this situation may be

evaluated in polar coordinates where the radial component is scaled by the radius of the domain a

FθP (z, θe) = 2πa2

∫ 1

0
sin

(
θe − arctan

z

1− r

)2

dr

=
π

2
a2

[
1 +

(
4 log(z)z2 − 2 log

(
z2 + 1

)
z2 − 4 tan−1(z)z + 2πz − 1

)
cos 2θe+

+2z
(
−2z arctan(z) + πz − 2 log(z) + log

(
z2 + 1

)
− 2

)
sin 2θe

]

which, since it contains only positive definite terms in z has a minimum value at z = 0. If however the

substrates no longer are constrained to be parallel to the plane of the disclination ellipse but rather they
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Figure 4.10: Schematic of a tilted Toroidal Focal Conic Domain

lie at some small angle ψ to it (fig. 4.10) with their surface normal in the x − z plane, then the polar

anchoring energy density is greatest along the negative x end of the domain [see fig. 4.11(a)] and it is

therefore energetically favourable to exclude those sections [fig 4.11(b)]. The polar anchoring energy per

unit area of the tilted o!set configuration was found numerically to have a minimum value of about 0.4

times that of the configuration where the disclination ellipse lies in the plane of the substrate.

The observations in the previous chapter and those of Pishnyak et al. are in fact consistent with a number

of configurations: either a domain of finite eccentricity with disclination ellipses that lie in the plane of the

substrate, or equally with a domain of zero eccentricity—a Toroidal Focal Conic Domain—rotated about

an axis perpendicular to the rubbing direction by an angle of less than 10◦ or indeed with many suitable

intermediate combination of rotation and eccentricity.

It has been shown that the polar anchoring energy, if the easy axis is not parallel to the substrate, also

favours incomplete focal conic domains. A more complete phenomenological model, such as that devel-

oped earlier for cells prepared with silicon oxide, is of very limited utility while the anchoring energies

remain unknown. The actual configuration adopted is very likely due to both the azimuthal and polar

anchoring, as the o!set and tilt of the domain reduces the azimuthal anchoring energy by some small

amount and does not a!ect greatly its spatial dependence along the plane of the substrate.

4.5 Summary

This chapter has explored some of the physical e!ects that control the shape and size of the regular array

of domains that form in the smectic phase of a hybrid aligned cell. This self-assembly is most unusual:

in most other cell geometries, the smectic forms unordered Focal Conic Domains with a characteristic

size determined by a compromise between the elastic and surface energies. In the hybrid-aligned cell,

however, the domains nucleate along the length of wedges of planar smectic; notably, the size of the
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Figure 4.11: (a) Sections through a Toroidal Focal Conic Domain, at di!erent depths z from the plane
of the defect circle and inclined at an angle ψ to it, showing the polar anchoring energy density as a
function of position. (b) The section that minimizes the total polar anchoring energy within the red
section illustrated.
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FCDs is not a free parameter but is imposed by the period of the intermediate striped phase. This imposed

domain size does not necessarily correspond to an optimal configuration energetically speaking, and so

the configuration that minimizes the free energy includes curvature walls and incomplete disclinations

that normally are energetically unfavourable.

The stripe phase occurs due to the expulsion of the bend distortion present in the HAN configuration by

the presmectic order, although the exact mechanism by which this occurs remains an open problem. It

was shown to be possible in principle for a periodic modulation to reduce the energy of a nematic with a

divergent bend elastic constant at the expense of a simultaneous modulation of the director angles θ and

φ, although the linearized theory cannot give a quantitative prediction. The model of Cladis and Torza

was applied to the thinner cells and di!erent compound used, and partially justified by the observations

from the previous chapter of smectic wedges at the planar surface; nonetheless, the predicted period is only

in rough agreement with that observed, and so the precise sequence by which the stripes form must be

regarded as an open problem. Nonetheless, the configuration of the stripes around the V-shaped defects

observed in the stripe structure were shown to be well described by a known linear theory by considering

the striped phase as a two dimensional smectic and the defects as edge dislocations.

The unusual shape of the Focal Conic Domains in the smectic was considered next: It was shown for the

structure of Ruan et al. that this could be explained by nonzero surface pretilt at the planar substrate; the

polar anchoring energy could be minimized in this situation if the domains tilted over and excluded some

highly energetic regions. This new mechanism is entirely consistent with that proposed by Pishnyak et al.

and will dominate if the polar anchoring energy is greater than the azimuthal anchoring energy as is the

case in the nematic phase.

Finally, a complete phenomenological theory was constructed to explain the hexagonal, rather than cir-

cular, shape of domains in a cell prepared with a silicon oxide planar alignment layer. It was shown that

the e!ect could be explained even if the surface energy was not significant as being due to a competi-

tion between the removal of highly distorted regions adjacent to the (now virtual) defect ellipse and the

inclusion of curvature walls between the domains. It was shown that if the polar anchoring energy of

the planar anchoring energy was in fact towards the upper end of the range of the (few) experimentally

measured values, then the surface energy of the interdomain homeotropic regions would tend to favour

the hexagonal shape.



Chapter 5

Nematics in Contact with Patterned

Surfaces

5.1 Applications of Surface Patterning

R
3$,%+ $,3# the uniform homeotropic or planar surface treatments used in most commercial

liquid crystal devices, there has in recent years been much interest in the use of periodically

patterned surfaces[109, 110, 111, 112, 113, 114, 115, 38, 116, 117, 118, 119, 120, 121, 122,

123]. A patterned surface may incorporate regions of either homeotropic or planar alignment and may

also have regions of planar alignment with antagonistic azimuthal easy orientation. If the pattern is on

the micron scale, the director field adjacent to the surface is highly distorted as it is constrained to locally

follow the easy orientation promoted by specific regions of the pattern; away from the surface however,

the director adopts a uniform bulk orientation—an effective easy axis—that depends on the relative area of

each region. A surface patterned on the nanoscale may also induce local “melting” of the liquid crystalline

order if the elastic distortion is su4ciently great[124].

An important application of patterned surfaces is that it is possible to design a surface to promote any arbi-

trary orientation and with an arbitrary e!ective anchoring energy. Uniform surface treatments generally

have a fixed preferred pretilt angle and the use of a di!erent treatment is usually required if the surface ori-

entation must be changed. The evaporation of silicon oxide is unusual in that it creates nanoscale surface

structure, responsible for the alignment, but it may be applied over a wide area and the pretilt angle may

be adjusted by changing the angle of evaporation [125]; the process is unfortunately incompatible with

the mass-production techniques used for the commercial manufacture of displays while surface patterning

techniques may be integrated relatively easily.

A second motivation for the study of surface patterning is as a route to construct bistable displays: in a

conventional liquid crystal pixel an electric field must constantly be applied to maintain the director field

106
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in the ‘on’ state. The director field in a bistable cell may however persist in either of two di!erent stable

configurations which may be switched between by the application of a suitable electric field for a short

length of time. For reflection-mode displays such as those in watches, smart credit cards, electronic books

the power consumption is greatly reduced. The benefit is negligible in a backlit display where the majority

of power is consumed by the backlight; it is however no longer a necessity (because of the bistability) to

construct the display with an array of transistors necessary for high resolution displays[126].

The geometry of a bistable cell must therefore permit two local minima of the free energy with respect

to the director configuration and furthermore it is also necessary that there exists some way of switching

predictably between the two states. The use of substrates with a periodic anchoring condition (either the

surface shape or a pattern or even both simultaneously [117]) has proven to be an e!ective approach in

the design of bistable devices[127, 128]; viable displays based on other strategies, including the use of

cholesteric and ferroelectric materials, have been demonstrated. A variety of e!ects are responsible for

switching including flow, elasticity, flexoelectricity and ferroelectricity.

The Zenithal Bistable Device[129] is composed of a uniform homeotropic substrate and a second substrate

with an asymmetric grating–of wavelength and pitch ∼ 1µm—which also has been treated to promote

homeotropic alignment. The director field near the grating may either adopt a planar or homeotropic

configuration and so the two stable states are a homeotropic one and a state that resembles the HAN. The

ZBD switching process, which involves the movement of defects, is complicated and has been the subject

of much theoretical attention[100, 101, 130].

A Post-Aligned Bistable Display[127] has, instead of the grating, a surface with a square array of roughly

square submicron-sized posts; the sides of the post promote planar alignment and the director field is

distorted around the post to satisfy this condition. The director can lie diagonal to the sides of the posts in

either of two configurations.

5.2 Techniques for Surface Micropatterning

One technique for micropatterning surfaces is the so-called photoalignment technique in which a substrate

is coated with a suitable prepolymer film and then exposed to polarized UV-light which polymerizes the

film and induces an anisotropic, uniaxial orientation of polymer molecules on the surface[131]. A nematic

in contact with the surface after photopolymerization is planar-aligned due to chemical interaction of

the nematic molecules and the polymer molecules. The surface may be patterned by covering with an

appropriate mask prior to exposure [fig. 5.1(a)]. Removal of the mask reveals a surface with regions that

promote homeotropic and planar alignment [fig. 5.1(b)]. Repeated exposures may be used to further alter

the easy axis and a convenient calculus, based on the tensor formulation of the anchoring energy, has been

proposed to predict the easy axis and anchoring energy following repeated exposure. A second approach
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Figure 5.1: Production of a patterned surface using the photoalignment technique and an appropriate
mask.

is to use polarization holography to develop a polarization grating on the photopolymerizable layer; the

easy axis follows locally the polarization ellipse[111, 132].

Self AssembledMonolayers (SAMs) of a suitable compound such as an alkanethiol [CH3(CH2)n−1SH 5 ≤

n ≤ 16] may also be used to control the alignment of liquid crystals[36, 38]. An alkanethiol molecule

consists of a hydrophobic head group (−SH) and a long hydrocarbon tail; when the alkanethiol is de-

posited onto a clean uniform substrate coated with a thin (∼ 30nm) layer of gold, the molecules self

assemble to form a regular array where the head groups are attached to the gold. A SAM may promote

either homeotropic, planar degenerate alignment or no particular alignment at all in an adjacent liquid

crystal layer; the precise alignment depends on the length of the alkanethiol chain and also—a significant

disadvantage—the particular nematic material. The methyl group on the end of the chain part of the

alkanethiol molecule may be substituted with a functional group which may further alter the easy axis.

A patterned surface may be fabricated by microcontact printing of SAMs[37]: the production of a suitable

stamp is analogous to the production of metal type: a negative is made by etching some clean, flat surface

such as a silicon wafer; the stamp is then made by filling the negative with some polymer which is then

thermally hardened. The stamp is then “inked” with the alkanethiol and then brought into contact with

the substrate. Although good quality printing occurs only when the stamp is in conformal contact with

the substrate, that surface need not be planar o!ering the possibility of patterning non-planar surfaces.

A further interesting development is the use of nanopatterning to create surfaces with multiple degenerate

easy axes. Using the tip of an Atomic ForceMicroscope (AFM) in contact mode, trenches may be cut into a

polyimide surfaceWen et al. [115], Yoneya et al. [116]. One pattern is a checkerboard of squares[109, 133]

[fig. 5.2(a)] with trenches that lie in orthogonal directions. The director above the surface, in a manner
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(a) Bistable surface (b) Tristable surface

Figure 5.2: Nanopatterns inscribed with the stylus of an AFM. The dark arrows indicate the orientations
that the director may align with in the bulk in each of the stable states.

analogous to the PABN, may lie parallel to the diagonal of the squares. A tristable surface fabricated in

the same manner has also been demonstrated[110] where the surface is patterned with hexagons where

the trenches lie in one of three di!erent directions [fig. 5.2(b)]. Patterning at the nanometre scale causes

significant variation of the magnitude of the nematic order parameter and indeed has been shown to

suppress the isotropic–nematic phase transition[124].

5.3 Nematic in Contact with a Striped Surface

To find the director configuration in a particular device, a very common approximation is to assume that

all three elastic constants are equal[3, 29], i.e. let K = K1 = K2 = K3. If the director field is also

constrained so that everywhere it is parallel to a single plane, the director may be parametrized by a single

angle θ and the Frank energy has a particularly simple form

F =
K

2

∫
(∇θ)2 dV. (5.1)

The Euler-Lagrange equation for θ is then simply the Laplace equation

∇2θ = 0 (5.2)

and any of the standard methods for its solution—conformal mapping, Fourier analysis, Green’s func-

tions—may be used to derive an analytical solution for the director field subject to appropriate boundary

conditions.

If the cell thickness is much greater than the period of the patterning, the penetration depth of the distorted

region will be much smaller than the cell thickness and the director in the middle of the cell will be spatially
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uniform. The director field in one half of the cell is then very nearly the same as that for a semi-infinite

nematic in contact with a single surface and it is appropriate to solve that simpler problem instead. The

free energy of the whole cell is then approximately twice the value of the semi-infinite case.

An appropriate choice of coordinate system for the semi-infinite nematic in contact with a single pair of

stripes with periodic boundary conditions is to have the x coordinate along the surface and perpendicular to

the length of the stripes and the z coordinate normal to the surface; it is convenient to scale both coordinates

by the period of the pattern λ. The stripes alternately promote homeotropic and planar alignment and so

the easy axis as a function of x may be written

θe(x) =






π
2 0 ≤ x < a

0 a ≤ x < 1
, (5.3)

where a is the width, as a fraction of the period, of one homeotropic stripe. The azimuthal component of

the director may be controlled by imposing an azimuthal easy axis at the planar stripe either by rubbing

or photoalignment. Two particular choices are firstly that obtained by setting the azimuthal easy axis to

be orthogonal to the length of the stripes, which will be referred to as a “splay-bend” surface [fig. 5.3(a)]

and secondly where the azimuthal easy axis is parallel to the length of the stripes, referred to hereafter as a

“twist” surface [fig. 5.3(b)].

Letting the angle θ be the angle between the substrate and the local director, a general solution of Laplace’s

equation for these configurations is a Fourier series where each harmonic component is multiplied by a

decaying exponential

θ(x, z) = θ0 + 2
∞∑

n=1

exp (−2nπz) [pn sin(2nπx) + qn cos(2nπx)] (5.4)

where θ0 and the set of coe4cients {pn} and {qn} are to be determined from the boundary conditions.

The solution is regular as z →∞ as required. Far away from the surface, the nematic adopts the θ0—the

effective easy axis—which is simply the average value of θe over the period 〈θe〉 = πa/2. In the next chapter,

it will be shown by solving for the director field numerically that elastic anisotropy changes significantly

the value of θ0. One may define a characteristic penetration depth L = λ/(2π) which is the depth at

which the lowest harmonic—that vanishes slowest of all—has decayed to 1/e of its amplitude at the surface

z = 0. This quantity is useful to compare to the penetration depths Lθ = Wθλ/K and Lφ = Wφλ/K of

polar and azimuthal anchoring respectively.

The splay-bend and other closely related configurations have attracted theoretical discussion previously

and it is pertinent to review the principal conclusions. Barbero et al. [123] used a Fourier approach near

to that outlined above to consider the uniform bulk orientation of a semi-infinite nematic promoted by a

striped surface with alternate stripes of arbitrary easy axis and where the polar anchoring energies of the
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Figure 5.3: Schematic of the director field n(x, z) for a nematic with K1 = K2 = K3 in contact with a
surface patterned with period λ and relative homeotropic stripe width a.
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two stripes were also di!erent. They also solved for the director field where the nematic was terminated at

some distance above the first with a second substrate patterned so as to mirror the first.

Shortly afterwards, Evangelista and Barbero[120] estimated the e!ect of surface inhomogeneity on optical

measurements of the polar anchoring energy by considering a similar surface with periodically varying

easy axis and solving for the director field using the Green’s functions. Extending their analysis to random

fluctuations of the easy axis, they concluded that a strongly anchored surface with fluctuating easy axis

was indistinguishable optically from a weakly anchored surface.

In a second paper[121], the same authors used a similar approach to elucidate the structure of the reorien-

tation walls induced between a semi-infinite homeotropic surface and a semi-infinite planar surface both

along the x axis, meeting at x = 0 and with an identical surface some distance above the first. The director

field for this structure may also in fact be obtained very easily using a conformal mapping as shown by

Okano et al.[119], who also applied the technique to the situation of a surface with a finite region of pla-

nar anchoring surrounded by two semi-infinite regions of homeotropic anchoring; again with a second

identical substrate above the first.

Returning to the splay-bend structure, Kondrat et al. [118] identified that, if the polar anchoring energy

on either stripe were su4ciently weak, it would be feasible for the nematic to adopt a spatially uniform

configuration rather than the distorted one; the nematic in this case e!ectively ignores the stripes with

weaker anchoring energy. Using the Green’s functions to reduce the two-dimensional problem of the

director field to a one-dimensional boundary value problemwhich they solved numerically, they calculated

phase diagrams for the transition; this feat was necessary because, unlike Barbero and Evangelista, they

chose to use the full Rapini-Papoular anchoring potential. Their results are discussed further, and more

complete phase diagrams presented, in section 5.5. Finally, a recent paper on the splay-bend structure by

Yednak et al.[122] extended the analytical solution of Evangelista and Barbero to include the e!ect of an

applied electric field.

All previous theoretical work on striped patterned surfaces has taken place within the one-constant approx-

imation. If the elastic constants are di!erent, certain configurations of the nematic that were previously

degenerate in the one-constant approximation may no longer be degenerate. This is a possible source of

frustration if the surface treatment prefers one configuration while some other configuration is preferred

by the elastic forces due to anisotropy of the elastic constants; the precise configuration adopted by the ne-

matic then depends critically on the system parameters. The rest of this chapter shall explore the possibility

of frustration in nematics in contact with striped surfaces.
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Figure 5.4: Schematic of a liquid crystal cell constructed from patterned substrates with stripes of di!er-
ent width; the black regions on the substrates promote planar alignment and the white stripes promote
homeotropic alignment.

Twist
Structure

Splay-Bend
Structure

Orientation of
Polarizers

(b)

50µm

(a)

(c) (d)

Anomalous
Region

Figure 5.5: Polarizing microscopy images of “splay-bend” and “twist” structures with aligned polarizers
in di!erent orientations. White arrows represent the wavevector of the patterning. (Images reproduced with
the kind permission of Dr N. J. Smith)

5.4 Anomalous Behaviour of Splay-Bend Structures at ShortWavelength

5.4.1 Experiment

The devices in this section were built and the microscope images taken by Dr Nathan Smith and Catherine Raptis

of Sharp Laboratories of Europe.

A natural extension of the splay–bend and twist structure, which are periodic pairs of adjacent stripes, is

to vary the width of the stripes slowly along the surface as shown in figure 5.4. The director in the centre

of the cell varies along the direction orthogonal to the length of the stripes. If such a cell is examined in

transmission with a polarizing microscope with parallel polarizers, then when the polarization axis of the

incident light is coplanar with the director interference fringes are observed due to the e!ective refractive
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index contrast caused by the varying director field. These fringes are reminiscent of Newton’s rings which

may be observed with a plano-convex lens. If the cell is rotated between the polarizers, the fringes fade

until, when the director is orthogonal to the polarizer, they disappear completely as in this orientation there

is no dielectric contrast.

Cells of a design based on that depicted in figure 5.4—which are designed to act as a Graded IndexNematic

(GRIN) lens[134, 135]—were constructed in both splay-bend and twist types, i.e. where the azimuthal

easy axis on the planar stripes lay orthogonal to, or along the length of the stripes respectively. The overall

pattern was periodic of wavelength 200µm and the cell was 25µm thick with identical patterns on either

substrate and with the patterns were aligned so as to be in phase; the large planar region in the centre was

60µm wide and the narrowest planar and homeotropic stripes were each 2µm in a region of identically

sized stripes 40µm wide. The cells were filled with E7.

The twist cell appears as expected under the microscope: the director is everywhere orthogonal to the

wavevector of the pattern and so the fringes are observed when the polarizer axes lie along the length

of the stripes [fig. 5.5(a)]; no fringes are observed in the perpendicular orientation [fig. 5.5(b)]. The

splay-bend cell is anomalous: In certain regions, where the stripe width is large (> 10µm), the fringes

are observed as expected when the polarizer axes are parallel to the wavevector of the stripes and hence

the director lies in this direction [fig. 5.5(c)]; they disappear as anticipated in the orthogonal orientation

[fig. 5.5(d)]. In other regions, where the width of each stripe is about 2µm, the opposite behaviour is

observed and there are no fringes when the polarizer axes are parallel to the wavevector of the pattern.

Instead fringes are observed when the polarizer axes are parallel to the length of the stripes [fig. 5.5(d)].

The director in these regions has, therefore, apparently twisted round so as to lie along the length of the

stripes: the director in the splay-bend structure has spontaneously adopted the twist configuration!

5.4.2 Model

To understand the physical origin of this anomalous behaviour, it is suggestive to compare the free energy

density of the splay-bend configuration

fSB =
K1

2

(
∂θ

∂x
sin θ − ∂θ

∂z
cos θ

)2

+
K3

2

(
∂θ

∂x
cos θ +

∂θ

∂z
sin θ

)2

(5.5)

to that of the twist configuration

fTW =
K2

2

(
∂θ

∂x

)2

+
1
4

(K1 + K3 + (K1 −K3) cos 2θ)
(

∂θ

∂z

)2

. (5.6)

In the splay-bend case, derivatives of the director field with respect to both coordinates appear in both

the splay and bend terms; the fact that no twist distortion is present in this configuration justifies the label

“splay-bend”. In the twist case, the derivative of θ with respect to the x coordinate appears only in the
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twist term and the derivative of θ with respect to z appears only in the splay and bend terms. One might

suppose that in the twist configuration, if K2 were di!erent to K1 and K3, the nematic ought to extend or

reduce the penetration depth of elastic distortion accordingly so as to minimize the free energy. It appears

from (5.5) and (5.6) that adjusting the relative strength of the splay and bend elastic constants should not

produce a similar e!ect as derivatives of the director field are not decoupled in this way.

It is at least plausible then, that if K2 is di!erent from K1 and K3, then the splay-bend and twist configu-

rations will no longer be energetically degenerate in the bulk; it remains to show this explicitly. The free

energies (5.5) and (5.6) contain no transcendental functions of θ if the simplifying assumption K1 = K3 is

made; for most nematic materials K2 < K1 ≤ K3. If the director is confined to a plane orthogonal to the

plane of the substrate that makes an angle φ with the wavevector of the pattern, the free energy density is

f/K1 =
1
2

[
κ

(
∂θ

∂x

)2

+
(

∂θ

∂z

)2
]

(5.7)

where κ = [1− (1− τ) sin2 φ] and τ = K2/K1. The Euler-Lagrange equation

κ
∂2θ

∂x2
+

∂2θ

∂z2
= 0 (5.8)

is the Laplace equation following an anisotropic scale change. The Fourier series solution (5.4) gains a

coe4cient
√

κ in the exponent

θ(x, z) = θ0 + 2
∞∑

n=1

exp
(
−2nπ

√
κz

)
[pn sin(2nπx) + qn cos(2nπx)] (5.9)

and so the characteristic penetration depth is modified to L = λ/(2π
√

κ). The coe4cients {pn} and {qn}

remain to be determined from the boundary conditions at the surface. Substituting (5.9) into (5.7) and

integrating over x and z yields the bulk free energy per period

Fb/K1 = 4π
√

κ
∞∑

n=1

n(p2
n + q2

n). (5.10)

If the Fourier coe4cients are nearly independent of τ , as will be shown below, and K2 < K1, (5.10) has

a minimum at φ = π/2 , which corresponds to the twist geometry, and a maximum at φ = 0 which

corresponds to the splay-bend geometry; for K2 > K1 the situation is reversed. The energy of a nematic

in contact with each of the two configurations di!ers by a factor of 1 −
√

τ . It is possible then for a

nematic with K2 < K1 in contact with a splay-bend surface to spontaneously “twist out” to adopt the

twist structure if the azimuthal anchoring is su4ciently weak. Conversely, a nematic with K2 > K1 in

contact with a twist surface may spontaneously adopt the splay-bend configuration. The energy cost at
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the surface in both cases due to the azimuthal surface anchoring is

Fsφ =
Wφλ

2

∫ 1

a
sin2(φ− φe)dx

=
Wφλ

2
(1− a) (5.11)

since φ−φe = π/2; a criterion for the feasibility of the transition is in both cases that the energy di!erence

between the two configurations in the bulk is greater than the energy cost at the surface

K1 |FSB(a,λ)− FTW (a,λ, τ)| > Wφλ(1− a). (5.12)

In the following sections, (5.12) shall be evaluated explicitly by solving for the Fourier coe4cients from

first a rigid polar anchoring boundary condition and second a weak polar anchoring boundary condition.

Neither the twist nor splay-bend configuration (depending on the ratio K2/K1) necessarily represents the

absolute energy minimum due to the assumption that the director is constrained to lie parallel to a single

plane. It is conceivable that the energy may be reduced further by a periodic modulation of φ that vanishes

away from the surface. Spontaneous twist modulations that occur in other liquid crystal systems were

listed in the previous chapter[87, 136] but they require very anisotropic elastic constants (K2/K1 < 0.3)

or submicron cell thickness. If only common nematic materials are considered, the amplitude of such a

modulation in φ will necessarily be very small and so (5.10) remains a good estimate of the free energy.

If the elastic constants are very anisotropic, the possibility of a modulation in φ might be explored by a

variational method[136] or numerical solution of the Euler-Lagrange equations.

5.4.2.1 Rigid Polar Anchoring

For most alignment techniques, Wθ "Wφ and as a first approximation, it may be assumed that θ is fixed

along the surface θ(x, z) = θe(x). The constant θ0 is simply the average value < θe(x) >= πa/2 and the

coe4cients pn and qn are the coe4cients in the Fourier expansion of θe(x)

pn =
sin2(naπ)

2n
, qn =

sin(2naπ)
4n

. (5.13)

The associated bulk free energy

Fb/K1 = π
√

κ
∞∑

n=1

sin(naπ)2

n
(5.14)

does not converge due to the poles in ∇θ at (x, z) = (0, 0) and (a, 0) which, in this rigid anchoring

model, are disclination lines.

To deal with similar cases, others have postulated that above a certain magnitude of ∇θ, the nematic

“melts” leaving a small isotropic region at the core of the disclination. Assuming that the core energy of

the disclinations is independent of τ , a cut-o! radius rc (a typical value is 10−8m [3]) may be defined
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Figure 5.6: Numerical integration of the free energy density over the region excluding the two defects is
achieved by dividing the domain into seven regions.

below which the elastic theory breaks down. The series solution for θ(x, z) is everywhere convergent;

substituting (5.13) into (5.9) and evaluating the sum gives

θ(x, z) =
aπ

2
+

1
4
i ln

[
(1−R−)(1−AR−1

+ )
(1−R−1

+ )(1−A−1R−)

]
(5.15)

where A = exp(2iπa) and R± = exp[2iπ(x ± z
√

κ)]. Substituting (5.15) into (5.7) yields an explicit

expression for the free energy density

f

K1
=

π2

4(XZ)4

[
(XZ)6(A− 1)2(A−X2)2(Z − 1)2

(AX −A2Z −X2Z + AXZ2)
−

(
1

1−XZ
+

A

XZ −A
+

X

Z −X
+

X

X −AZ

)2
]

(5.16)

where X = exp(2iπx) and Z = exp(2iπz
√

κ). This expression is locally convergent except at the

poles and may therefore be integrated numerically over x and z excluding the two semicircles around the

disclinations defined by x2 + z2 < r2
c and (x− a)2 + z2 < r2

c . The appropriate division of this domain

into suitable regions of integration is illustrated in figure 5.6.

The azimuthal anchoring energy which just satisfies (5.12) for the splay-bend to twist transition is plot-

ted in fig. 5.7 as a function of a for several values of τ . An equivalent plot for the twist to splay-bend

transition may be obtained by relabelling K2/K1 → K1/K2. A second plot of Wφcritical with respect

to λ shows that reducing the period also favours the transition (Fig. 5.8). If the period is short, a may

be restricted in fabrication as the minimum width of a stripe developed with a mask is ≈ 1µm. The cal-

culated Wφcritical with is similar to that obtained experimentally for obliquely evaporated silicon oxide

(Wφ = 2.9 × 10−6Jm−2 [52]) and photoaligned polymer films (Wφ < 1 × 10−6Jm−2 [137]) and so

one might expect to observe the transition with these surface treatments; somewhat larger values of Wφ

(2.3× 10−5Jm−2 [49]) are measured for rubbed polyimide films and so one would not expect to observed

the transition on such a surface.

In a physical system, no fine boundary will exist between the stripes due, for example, to weak polar

anchoring (which is considered below), misregistration in fabrication and order parameter reduction. The
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Figure 5.7: Critical azimuthal anchoring energy as a function of a for λ = 10µm, K1 = 1 × 10−11N
and with rigid polar anchoring. Solid lines were computed with rc = 10−8m and dashed lines with
rc = 5× 10−8m. Note that a transition from splay-bend to twist is feasible if Wφ < Wφcritical.

latter e!ects are tantamount to changing the defect radius rc and in fig. 5.7 the results of the calculation

with rc = 5× 10−8m are plotted; the e!ect on Wφcritical is not su4cient to alter the conclusion that the

transition is feasible with experimentally realistic values of Wφ.

5.4.2.2 Finite Anchoring

Next, consider the situation where θ is allowed to vary at the surface with the simplifying approximation

that the azimuthal part of the anchoring energy has no functional dependence on θ other than that which

removes the azimuthal contribution where the director is homeotropic. For the purposes of studying the

possibility of a splay-bend structure spontaneously adopting the twist configuration, this approximation

tends to an overestimate of the energy of the twist configuration: it ignores a slight reduction in the

azimuthal anchoring energy as the director ‘peels away’ from the surface near the homeotropic-planar

boundaries. Furthermore, attention is restricted to the situation where the polar anchoring energy is the

same for both homeotropic and planar regions; it is likely that this is the case for patterns produced by

some masking process where a single material is responsible for the anchoring.

The coe4cients {pn} and {qn} are obtained by substituting (5.9) evaluated at z = 0 into the weak an-

choring boundary condition (1.22) with a suitable anchoring potential. An independent equation for each

coe4cient may be obtained by multiplying each side by sin(2mπx) or cos(2mπx)wherem is an arbitrary

positive nonzero integer and integrating, exploiting the orthogonality of the sine and cosine functions.

This procedure is incompatible with the Rapini-Papoular potential: θ − θe appears in the argument of a
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Figure 5.8: Critical azimuthal anchoring energy as a function of λ with rigid anchoring for a = 0.5,
rc = 10−8m and K1 = 1× 10−11N.

transcendental function and so it is not possible to evaluate the coe4cients independently. Instead, the

harmonic potential Wθ(θ−θe)2/2, which is of course equivalent to the Rapini-Papoular potential if θ−θe

is small, may be used.

The boundary condition (1.22) for the harmonic potential is then explicitly

[
∂θ

∂z
− 2

1
Lθ

(θ − θe)
]

z=0

= 0, (5.17)

where Lθ = K1/(Wθλ) is the penetration depth associated with polar anchoring due to the surface treat-

ment (note that Lθ ! L). Substituting (5.9) into (5.17) and following the procedure described in the

previous paragraph, the Fourier coe4cients are obtained

pn =
sin2(naπ)

2n(1 + 2nLθπ
√

κ)
, qn =

sin(2naπ)
4n(1 + 2nLθπ

√
κ)

(5.18)

and the associated bulk free energy,

Fb = π
√

κ
∞∑

n=1

sin(naπ)2

n2(1 + 2Lθnπ
√

κ)
, (5.19)

is convergent. It is also necessary to include in FSB and FTW the contribution to the free energy due to

the polar surface anchoring term. Splitting the director field θ(x, z) into the constant part θ0 and the series



N%63$'1& '# C"#$31$ :'$, P3$$%+#%. S*+(31%& 120

part Θ so that θ(x, 0) = θ0 + Θ(x), the surface energy may be expanded

Fsθ =
Wθ

2

∫ 1

0
[(θ0 − θe(x)) + Θ(x)]2 dx

=
Wθ

2

∫ 1

0
(θ0 − θe(x))2 + 2(θ0 − θe)Θ + Θ2 dx (5.20)

and integrated term by term

Fsθ =
Wθ

2

[
π2

4
a(1− a) + 2

∑

n

(
p2

n + q2
n

)
+

+
∑

n

1
n
{pn [a− 1− a cos(2nπ) + cos(2anπ)] + qn [a sin(2nπ)− sin(2anπ)]}

]
.(5.21)

Inserting the Fourier coe4cients which were obtained from the boundary conditions yields

Fsθ =
Wθ

2

[
π2

4
a(1− a) +

∑

n

sin(naπ)
2n2(1 + 2nLθπ

√
κ)2

(
sin(naπ)

[
a− 1 + (a− 2)2Lθnπ

√
κ
]
−

− a(1 + 2nLθπ
√

κ) sin[(a− 2)nπ]
)]

(5.22)

and together with (5.19) may be used to evaluate the critical azimuthal anchoring energy directly.

Quantitatively identical results for Wφcritical as a function of a and λ to those calculated from the rigid

anchoring model are obtained for Wθ = 1 × 10−4Jm−2 [47] and Wφcritical grows logarithmically with

Wθ (Fig. 5.9). Increasing the polar anchoring strength in the weak polar anchoring model has an identical

e!ect to reducing the defect core radius rc in the strong anchoring model. This is physically compelling

as the energy di!erence between the splay-bend and twist states must depend on how well the surface

treatment is able to maintain the large distortion of the director field around the boundary between adjacent

stripes.

5.5 Uniform–Distorted Transition due to Weak Polar Anchoring

As recognized by Kondrat et al. [118], the inclusion of weak polar anchoring into the model permits the

possibility that the nematic may adopt a spatially uniform state if the polar anchoring energy of either the

planar or homeotropic stripes is su4ciently lower than that of the other set. In fact it shall be shown in this

section that this is also true if one of the stripes is much narrower than the other, i.e. as a → 0 or a → 1

even if the polar anchoring energies are the same.

The energy of the distorted state has already been calculated; it is the sum of the bulk energy (5.19), the

surface energy due to polar anchoring (5.22) and a contribution from the azimuthal anchoring energy
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Figure 5.9: Critical azimuthal anchoring energy as a function of the polar anchoring energy Wθ for
a = 0.5, λ = 10µm and K1 = 1× 10−11N.

(5.11) if the planar regions are nondegenerate. The energy of the uniform state is simply a contribution

from the polar anchoring energy, which is for a uniform homeotropic state

FsθT =
Wθλ

2

∫ 1

a
sin2(π/2) dx

=
Wθλ

2
(1− a) (5.23)

and analogously for a uniform planar state

FsθP =
Wθλ

2
a. (5.24)

In both cases, it is assumed that the Rapini-Papoular potential is valid for deviations of π/2 from the easy

axis; if this is not so then an alternative anchoring potential must be used (see section 1.3) and the Wθ in

(5.23) and (5.24) appropriately rescaled.

Phase diagrams in the τ, a plane are plotted in figure 5.10 showing the regions of stability for the uniform

planar, uniform homeotropic, twist and splay-bend configurations of a semi-infinite nematic in contact

with a surface constructed with the azimuthal easy axis parallel to the wavevector of the pattern (which

“naturally”, in the limit of rigid polar and azimuthal anchoring, would promote the splay-bend config-

uration). The critical lines are plotted for several values of the penetration depth associated with polar

anchoring Lθ [fig. 5.10(a)] and several values of the penetration depth associated with azimuthal anchor-

ing Lφ [fig. 5.10(b)]. To put the values into context, for a cell with period 5µm and K1 = 1× 10−11N,
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a typical value of Lθ is 0.02 which corresponds to Wθ = 1 × 10−4Jm−2 and for azimuthal anchoring

energies in the interval 1× 10−6 < Wφ < 1× 10−5Jm−2, 2 > Lφ > 0.2.

For a su4ciently small or close to 1, a uniform configuration is favoured. The critical lines for the splay-

bend—uniform transition are vertical as the energy of the splay-bend configuration is of course independent

of τ ; the width of the region of stability for the twist configuration increases as τ decreases. There is at

least one and potentially two tricritical points on the phase diagrams where the uniform planar, splay-

bend and twist configurations and the uniform homeotropic, splay bend and twist configurations become

degenerate. As Lθ increases, i.e. if the period or the polar anchoring energy decrease or if the elastic

constants increase, the region of stability of the uniform configuration widens. The principal e!ect of

altering Lφ, on the other hand, is to alter the position of the splay-bend–twist critical line.

An important consequence of the calculations presented is that while for λ = 10µm the critical a for the

uniform region are very close to 0 or 1 (corresponding to a physical stripe width of about 0.5µm), for

λ = 2µm, the critical a are much larger, nearly 0.3 and 0.7 (again about 0.5µm). If λ is reduced much

further, or Wθ were reduced (this might be done to preclude the splay-bend to twist transition), then the

nematic will never adopt a distorted configuration and will always adopt the uniform state. The uniform

texture was not observed in the structure described in section 5.4.1 as a = 0.5 in that case.

5.6 Switchable Di!raction Gratings

A recently demonstrated application of patterned surfaces is to create switchable di!raction gratings[132,

138, 139]; with the photoalignment technique a simple design is to pattern the substrate with stripes that

promote planar alignment where the easy axis in one stripe lies parallel to the x-axis and in the adjacent

stripe parallel to the y-axis. It has been proposed that a viable display might be built from a switchable

di!raction grating that would not require two crossed polarizers and hence would benefit from reduced

power consumption[139].

With no applied field, the director lies everywhere parallel to the x − y plane and follows the surface

pattern. Incident light polarized along the wavevector of the pattern di!racts due to the refractive index

contrast; the cell is constructed of thickness comparable to the wavelength of the pattern so that the director

in the central region still varies appreciably and it is essential that patterns on either surface are exactly in

phase. When an electric field is applied, the director becomes everywhere homeotropic except very near

the surface and the cell no longer di!racts.

In such a cell when there is no applied field θ = 0 and it is the azimuthal director component φ that varies

spatially. The bulk free energy in the two constant approximation K1 = K3 /= K2 adopted earlier is

f/K1 =
1
2

[(
∂φ

∂x

)2

+ τ

(
∂φ

∂z

)2
]

(5.25)
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Figure 5.10: Phase diagram showing the regions of stability of the uniform homeotropic (UT), uniform
planar (UP), splay bend and twist configurations for a semi-infinite nematic in contact with a splay-bend
type surface. Critical lines for several values of the penetration depths associated with (a) polar and (b)
azimuthal anchoring are shown.
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Figure 5.11: Phase diagram showing the regions of stability of uniform states parallel to (U‖) and perpen-
dicular to (U⊥) the length of the stripes as well as the distorted configuration for a semi-infinite nematic
in contact with a striped surface with planar stripes of antagonistic azimuthal easy axis. Critical lines for
several values of the penetration depths associated with azimuthal anchoring are shown.

and notably di!ers from that of the twist structure as the ratio τ of elastic constants is in front of the z

term. The penetration length of the distorted surface region that follows the pattern therefore increases as

τ is lowered, implying that greater refractive index contrast may be achieved by using a material with low

K2.

Let a be the width of the stripe with azimuthal orientation parallel to the length of the stripes. Then, for a

su4ciently small or close to 1 and if the azimuthal anchoring is weak, the di!raction grating cell should

adopt a spatially uniform state where the director lies either parallel to or perpendicular to the length of

the stripes. The model developed above is not strictly applicable as the cell thickness of the di!raction

grating is typically comparable to the period of the stripes, some qualitative agreement may nonetheless

be expected.

The energy of the uniform-parallel state is precisely that of (5.23) following the substitution Wθ → Wφ;

the uniform-perpendicular state has energy (5.24) following a similar substitution. The energy of the

di!racting state is that of the twist state (the sum of (5.19) and (5.22)) following Wθ → Wφ; there is no

need to invert the ratio of the elastic constants τ . A phase diagram showing the critical lines for typical

values of the penetration length associated with azimuthal anchoring Lφ is plotted in figure 5.11.

For some high values of Lφ—low wavelength or very weak azimuthal anchoring—the model predicts that

the distorted state is never stable and a uniform state always has lower energy. In such a case, is it true
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then that when the mark-space ratio a is varied, only the uniform parallel and uniform perpendicular

states represent energetic minima? It may be that for values a around 0.5, a configuration with 0 < φ0 <

π/2 might become the ground state. This very much depends on the functional form of the anchoring

potential. The energy of an intermediate state for some arbitrary anchoring potential g[φ0 − φe(x)] is for

the striped substrate

FU/K1 =
∫ a

0
g(φ0 − π/2) dx +

∫ 1

a
g(φ0 − 0) dx

= g(φ0 − π/2)a + g(φ0)(1− a)

which is minimized when
dg(φ0 − π/2)

dφ0
a +

dg(φ0)
dφ0

(1− a) = 0.

For the harmonic potential, g(α) = α2/2 the φ0 varies continuously with a, φ0 = aπ/2. For the Rapini-

Papoular potential g(α) = sin2(α)/2 and only the uniform perpendicular φ0 = 0 or uniform parallel

φ = π/2 states represent minima.

For the successful production of a device, the distorted state is necessary and, although the above cal-

culation is at best an estimate of the minimum azimuthal anchoring energy needed to sustain the elastic

deformation, the predicted minimum energy is similar to that of photoaligned polymers; it is conceivable

that it might not be possible to manufacture the di!raction grating at all with some photopolymerizable

materials. One solution is to eliminate the fine boundary between the two orientations and to have the

easy axis rotate continuously; this might be manufactured for example by using a graduated mask with

translucent regions or polarization holography [132, 111]. Suppose the easy axis varies sinusoidally,

φe =
π

4
[1 + sin(2πx)] ,

the director profile is

φ(x, z) =
π

4
[
1 + sin(2πx) exp(−2πz/

√
τ)

]

and the associated energy is

Fb/K1 =
π3

32
√

τ .

The energy of a uniform state with constant φ = φ0 is simply the surface energy

Fs/K1 =
1

2Lφ

∫ 1

0
sin

{π

4
[1 + sin(2πx)]− φ0

}2
dx

which is minimized when φ0 = π/4 and Fs/K1 ≈ 1/(8Lφ). The critical Lφ for the transition is then

Lφc =
4

π3
√

τ
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which for common nematic materials where 0.5 < τ < 1 lies in the interval 0.1 < Lφc < 0.2 and is much

larger (requiring less azimuthal anchoring energy to maintain the distorted state) than that for the case of

the stripes.

There is no transition analogous to the splay-bend to twist transition in the absence of an electric field; the

uniform homeotropic state will always have higher energy than either uniform planar configuration since

Wθ " Wφ. In the presence of an electric field with weak polar anchoring, the distorted surface region

may spontaneously become uniform homeotropic for su4ciently high applied voltage.

5.7 Discussion

In this chapter, a Fourier series approach was used to compute the free energy of a nematic in contact with a

striped surfacewithin the approximations firstly that the director was confined to be parallel everywhere to a

single plane and secondly that K1 = K3 /= K2; this extended previous work in which the elastic constants

were assumed to be isotropic. The resultant expressions for the free energy were used to determine regions

of stability of di!erent configurations of the director field with respect to the device parameters.

The bulk energy di!erence of a semi-infinite nematic region in contact with each of the splay-bend and

twist patterned surfaces was computed for anisotropies in the elastic constants consistent with those mea-

sured in typical liquid crystal compounds (i.e. 1/2 < K2/K1 < 2). The energy di!erence was found

to be su4cient to make a transition feasible between the two structures if the Rapini-Papoular azimuthal

anchoring energy is less than 10−5Nm−2: the transition was energetically favoured for surfaces designed

to promote high pretilt angles where the planar stripe width was small compared to the homeotropic stripe

widths (i.e. as a → 1); the transition was also found to be favoured if the stripe period λ is made smaller.

The results of the model agree with experimental observation: the transition only occurs in the splay–bend

cell as for the liquid crystal E7 K2 < K1,K3 and furthermore, the transition only occurs when the stripe

width is about 2µm.

The transition is analogous to the situation where a nematic is confined to a cylinder [140]; in that case

the director field may adopt a configuration where the director is everywhere parallel to the radial unit

vector or it may “escape to the third dimension” where the director is along the axis in the centre of the

cylinder and radial at the edges. In either case the system is frustrated by antagonistic boundary conditions

and depending on the surface anchoring, may resolve that frustration by the director field rotating out of

the plane which the anchoring conditions try to confine it to.

Whether or not the transition will actually occur in a cell depends on the validity of the phenomenological

azimuthal anchoring potential for large displacements from the easy orientation and the Rapini-Papoular

energy is very likely to be an underestimate. Grooved surfaces (where Wφ ≈ 10−5Jm−2) are unlikely to

allow the transition unless the polar anchoring energy is also much higher than 10−4Jm−2; the transition

is likely to be possible on a photoaligned polymer surface Wφ < 10−6Jm−2.
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An interesting consequence is that a micropatterned surface with azimuthally degenerate planar stripes

will nonetheless align a typical nematic with K2 < K1 along the length of the stripes as the twist state

has lower energy, as in fact has already been experimentally demonstrated [38]. The e!ective azimuthal

anchoring energy of such a surface depends on the mark-space ratio as well as their overall width. Unlike

the well-known mechanism described by Berreman[39] due to surface topography (see section 1.3.1 on

page 30) this mechanism is purely due to elastic anisotropy.

Previous work predicted that for weak polar anchoring a spatially uniform configuration of the director

field might be possible if either of the stripes were su4ciently narrow[118]. This work has been reexamined

in light of the novel azimuthal transition and complete phase diagrams for the nematic in contact with

the alternate homeotropic and planar stripes have been calculated for the first time. The same approach

was also used to calculate the phase diagram of a nematic in contact with a striped planar surface where

the stripes have alternate orthogonal azimuthal easy axis, a situation that is relevant to the construction of

switchable di!raction gratings.



Chapter 6

Twisted Nematic Cells Constructed From

Micropatterned Substrates

M
'1+"73$$%+#'#) o!ers, as described in the previous chapter, the possibility of designing

surfaces that promote any arbitrary bulk e!ective easy axis and, moreover, surfaces along

which the bulk e!ective easy axis varies. This chapter shall consider the use of micropat-

terned surfaces to construct complete devices and in particular cells analogous to the very well studied

Twisted Nematic cell[3]. Since even a single patterned surface can give rise to a rich phase diagram as

shown in the previous chapter, it is to be expected that a number of possible configurations might be stable

in a cell constructed with micropatterned surfaces. In particular, if the cell thickness is of the order of the

penetration depth of elastic distortions in the liquid crystal caused by the micropatterning, then the director

field will vary in all three dimensions. If, however, the cell thickness is much greater than the penetration

depth, the director field is still dependent on two dimensions near the surfaces, but in the middle of the cell

depends on one spatial coordinate only. In this case, which is the subject of this chapter, the cell should

behave much more like a conventional device.

It is perhaps most attractive to use the stripe micropatterning to prepare surfaces that promote a bulk

e!ective pretilt angle of around 45◦ which requires that the homeotropic and planar stripes are of the

same width. Such an arrangement is optimal in that the period of the stripes can be reduced to the greatest

extent possible within the constraint that only stripes above a certain width may be fabricated.

The directors near either surface of a the TN cell constructed from two such micropatterned substrates

will lie, as in a conventional TN cell, parallel to two orthogonal planes that are mutually perpendicular to

either substrate. The high surface tilt however means that some variation in the tilt angle as well as the

azimuthal angle of the director may be favourable across the cell. It is straightforward to show that this is

the case even in the absence of surface micropatterning: consider a cell with uniform surfaces where the

surface tilt is constrained to be θ = π/4 and the azimuthal component is fixed at φ = 0 on one surface

128
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and φ = π/2 on the other. Suppose the azimuthal component of the director φ varies linearly over the cell

thickness as in a conventional TN cell, but the polar component is perturbed in a manner consistent with

the boundary conditions

θ =
π

4
+ c sin(πz/d), φ =

πz

2d
, (6.1)

where c is a free parameter that may be varied so as to minimize the total free energy. The free energy

density for such a solution is, in the two-constant approximation adopted in the previous chapter (i.e.

τ = K2/K1 and K1 = K3),

fTNbulk/K1 =
1
2
θ′2 +

1
2
cos2 θ(τ cos2 θ + sin2 θ)φ′2 (6.2)

where the primes indicate derivatives taken with respect to the z coordinate. Integration over z yields an

analytic expression for the total energy of the cell per unit area

GTNbulk/K1 =
π2

64d

[
1 + 16c2 + 3τ + (1− τ)J0(4c)−

c

|c|4τH0(2 |c|)
]

(6.3)

where J0 is a Bessel function and H0 is a Struve function. This energy may be minimized numerically

with respect to c (fig. 6.1). The amplitude c is always positive and so the director tilts toward homeotropic

in the centre of the cell. This immediately presents a limitation for such cells as displays: the polarization

conversion of the twisted state will be reduced and hence the display contrast ratio will be lower than that

of a conventional TN display. Furthermore, using a material with exotic elastic constants cannot alleviate

this problem as for no value of K2/K1 is c negative and the director therefore never tilts towards planar

orientation in the centre of the cell.

6.1 A Novel Uniform Configuration in a Micropatterned TN Cell

The experimental work described in this section was performed by J. Bramble at the University of Leeds.

It was shown explicitly in the previous chapter that a striped surface with alternate homeotropic and planar

degenerate stripes would promote alignment of the director along the length of the stripes if the elastic con-

stants of the nematic were anisotropic, even if the planar stripes had been prepared so as to be azimuthally

degenerate. Twisted nematic cells prepared with two such surfaces have recently been demonstrated[141]:

the cells were filled with 6CB and prepared with 1µm stripes (i.e. the period of patterning λ = 2µm) and

were 20µm thick, satisfying the earlier criterion d" λ.

When one of the cells was viewed between crossed polarizers under the microscope, a number of domains

became apparent: the majority of the cell [fig. 6.2(a)] appeared bright and remained bright when the cell

was rotated with the polarizers fixed; other regions [fig. 6.2(b)] behaved in a similar manner, but were

separated from the first by dark lines; the final sort of observed region appeared dark when the striped
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Figure 6.1: Variation of the amplitude of tilt perturbation in a twisted nematic cell as a function of the
ratio of the twist and splay elastic constants.

surfaces were aligned with the polarizers, but became bright when the cell was rotated with the maximum

intensity when the stripes were 45◦ to the polarizers. The latter regions were not separated from the former

by a distinct line, rather they appeared to merge with a smooth intensity gradient between. No regions

were observed that were dark irrespective of orientation with respect to the polarizers (the behaviour of a

homeotropic cell).

The first and second regions are twist and reverse twist domains typical of a conventional Twisted Nematic

cell where the director rotates azimuthally by π/2 from the bottom substrate to the top substrate [fig.

6.3(a)]; these configurations convert the polarization of incident light and thus transmit polarized light

independent of their azimuthal orientation. These sorts of domain shall be referred to henceforth in this

chapter as the High Tilt Twisted Nematic (HTTN) state to distinguish it from the conventional Twisted

Nematic (TN) state. The optical behaviour of the third region is identical to that of either a planar cell or

a HAN cell and so the director in this region must be confined to a single plane. This latter sort of domain

is not observed in a conventional TN cell.

Moving the focal plane of the microscope up and down through the cell, it was possible to focus on

the surface micropatterning which was observed to be continuous and of a high quality. It is therefore

improbable that the anomalous sort of domain corresponds to a HAN-like state since this would require

the director to lift entirely away from the planar stripes; if, on the other hand, gaps had been observed in

the micropatterning, a HAN-like state would very likely form in those regions. It is much more likely

that the director in this state lies at some constant tilt angle throughout the bulk of the cell and makes

some constant azimuthal angle ϕ with the wavevector of the stripes on the lower surface [fig. 6.3(b)].

In this Uniform Nematic (UN) state, the director near the micropatterned surfaces is highly distorted as
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Figure 6.2: Polarizing microscope images of domains in a 20µm twisted nematic cell constructed from
two micropatterned surfaces with 1µm wide alternate homeotropic and planar stripes. (Images reproduced
with the kind permission of J. Bramble)
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(a) High Tilt Twisted Nematic State (b) Uniform Nematic State

Vertical space in the central region
has been compressed by a factor of 8

(the shape of the cylinders remains undistorted)

Figure 6.3: Schematic of (a) the High Tilt Twisted Nematic (HTTN) and (b) the UniformNematic (UN)
states.

in the semi-infinite case, but is nonetheless consistent with both the planar degenerate and homeotropic

boundary conditions. That both the HTTN and UN states are observed in equilibrium suggests that they

are nearly degenerate. It is not possible to evaluate the exact free energy of both states analytically; it is,

however, possible to use the results of the previous chapter to estimate their energies.

In the previous chapter (equation 5.10 on page 115) it was shown that the bulk energy per unit area of a

nematic in contact with a striped surface is

Fb =
4π
λ

√
1− (1− τ) sin2 φ

∞∑

n=1

n(p2
n + q2

n) (6.4)

where the coe4cients pn and qn were found from the boundary conditions at the surface; for theweak polar

anchoring case (6.4) must be supplemented by a much smaller contribution (equation 5.22 on page 120)

with a similar dependence on φ that shall be ignored presently. The sum depends on τ , a and possibly Lθ
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but is independent of φ and it is therefore convenient to make this explicit by adopting the notation

Ξ(τ, a, Lθ,λ) =
∞∑

n=1

n(p2
n + q2

n). (6.5)

The free energy for theHTTN state in the cell used in the experiment is therefore approximately the sum of

a contribution (6.4) from each of the surfaces—where φ = 0 in each case—and also a contribution from the

bulk (6.3). The Fourier series solution for θ does not properly represent the spatial variation of the director

in the surface region as it does not account for any variation in the azimuthal angle φ; (6.4) nonetheless

remains a good estimate of the elastic energy in the surface regions since the scale of distortions in θ is far

shorter than that in φ. The bulk contribution is changed very little when K2/K1 < 1, and immediately

adopts a very simple form

FHTTN/K1 =
1
8d

(1 + τ)
(π

2

)2
, (6.6)

if the tilt angle is assumed to be constant θ = π/4 across the cell. The total energy of the liquid crystal in

the HTTN configuration is therefore approximately

FHTTN/K1 ≈
1
8d

(1 + τ)
(π

2

)2
+

8π
λ

√
τΞ(τ, Lθ,λ). (6.7)

The energy of the UN state, on the other hand, is simply the contribution of two surfaces since there is no

elastic distortion in the bulk. If the director is everywhere confined to a plane orthogonal to the substrate

that makes an angle ϕ with the wavevector of the pattern on the lower substrate, then the free energy is

FUN/K1 =
4π
λ

(√
1− (1− τ) sin2 ϕ +

√
1− (1− τ) cos2 ϕ

)
Ξ(τ, Lθ,λ). (6.8)

The minimum value of (6.8) is obtained when ϕ = 0 or ϕ = π/2, i.e. when the director lies along either

of the stripes; this was the situation observed earlier with polarizing microscopy and has energy

FUN/K1 =
4π
λ

(
1 +

√
τ
)
Ξ(τ, Lθ,λ). (6.9)

The energy di!erence between the HTTN and UN domains is therefore approximately

FP − FTN

K1
=

4π
λ

(1−
√

τ)Ξ(τ, Lθ,λ)− 1
8d

(1 + τ)
(π

2

)2
. (6.10)

If the cell thickness is reduced, the UN solution is favoured (as the twist gradient and hence the second

term in (6.10) is increased) and if the period of patterning is reduced, the HTTN domain is favoured.

Using the weak polar anchoring solution for Ξ(τ, Lθ) from the previous chapter (eq. 5.19 on page 119)

Ξ(τ, Lθ,λ) =
∞∑

n=1

sin2(nπ/2)
n2 (1 + 2nπLθ

√
τ/λ)2

(6.11)
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Figure 6.4: Energy di!erence between the Uniform Nematic and High Tilt Twisted Nematic states as a
function of the polar anchoring energy of the micropatterned surfaces.

where Lθ = Wθ/K1 has units of length. For the experimental values of λ = 2µm and using typical values

Wθ = 1.4 × 10−4Jm−2[47] and K1 = 1.4 × 10−11N[3] (and so L = 0.07), the sum Ξ(τ, Lθ,λ) has a

value very nearly 1/2.

The energy di!erence between the planar and twisted nematic domains is plotted with respect to Wθ for

several values of τ in fig. 6.4. If τ = 1, the distorted regions in the planar and TN domains become

energetically degenerate and so the HTTN state will not occur since the additional bulk twist gives it

higher energy. If HTTN and UN domains are to coexist then they must be very nearly degenerate and

so the e!ective polar anchoring energy must be of the order of 1× 10−5 < Wθ < 1× 10−4Jm−2, in line

with typical experimental values[3, 50, 47].

Contrast the situation with that of a conventional TN cell which has been prepared with uniform substrates:

In such a cell the TN state has energy per unit area

FTN =
K2

2d

(π

2

)2
(6.12)

while a hypothetical uniform state has energy per unit area

FHU =
Wφ

2
(6.13)

assuming that the Rapini-Papoular anchoring energy is valid for large deviations from the azimuthal easy
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Uniform Nematic
Domain

High Tilt Twisted
Nematic Domain

20µm

Grey cylinders represent a spatial average of the director within the distorted surface region

Figure 6.5: Schematic of the director field between the HTTN and UN domains.

axis. For the hypothetical uniform state to be stable

Wφ <
K2

d

(π

2

)2
. (6.14)

Inserting typical values K2 ∼ 1× 10−11N and d ∼ 5µm, Wφ must be less than—and probably much less

than—0.5 × 10−6Jm−2 which is very low; it is typical of photoaligned polymers[137] but not of rubbed

polymers[49]. Uniform domains are therefore not observed in conventional TN cells.

A remaining question is the structure of the band that separates the HTTN and UN domains in which the

intensity of transmitted light falls away. Such a region is often referred to as a domain wall as discussed in

chapter 2. As distinct from reorientation of the director field around a disclination line, “wall” is used in this

sense to mean a region between domains in which the director field must deform to match the appropriate

configuration adopted by the liquid crystal adopted on either side. This reorientation may be envisaged as a

progressive series of deformations to the director field in the domain on one side of the wall that gradually

transform it to the director field of the other domain on the other side of the wall. The distorted region is of

much higher elastic energy density than the surrounding regions (which may be reduced by widening the

wall) but usually is energetically costly at the surface (which may be reduced by narrowing the wall): the

ultimate width of the domain wall is determined by a balance of these factors. The observed appearance

under the polarizing microscope depends on the detailed behaviour of the director field inside the domain

wall.

One can readily envisage a continuous sequence of deformations to the director profile of the HTTN

region that transform it into that of the UN region: simply rotate gradually the plane of the director

azimuthally near one surface and as this side is rotated allow the bulk director to relax to follow this

rotation. The director in the transition region follows such a continuous sequence (fig. 6.5): since each
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intermediate step is consistent with the azimuthally degenerate boundary condition at the planar stripes,

the domain “wall” is of width of the order of the cell thickness (this is analogous to the reorientation wall

in a planar degenerate HAN cell observed in fig. 2.1 on page 40). Furthermore, as each intermediate state

has a successively lower total change in φ across the cell, that state has lower optical rotatory power; the

domain wall ought to appear then as a progressive decrease in intensity from the bright HTTN domain

to the dark UN domain when viewed between crossed polarizers. This behaviour is indeed what was

observed under the polarizing microscope.

6.2 Numerical Simulation of TN Cells Constructed From Micropat-

terned Surfaces

Thus far, only approximate analytical methods have been used to simulate the configuration adopted by a

nematic in contact with a micropatterned surface. These methods have the advantage that they provide

useful estimates of the nematic energy but make assumptions about the nematic material that are quite

restrictive; in particular they assume that K1 = K3 and that the azimuthal component of the director

changes over a much longer length scale than the polar component. In order to overcome these restrictions,

it is necessary to resort to numerical solution of the Euler-Lagrange equations derived from the most

general form of the free energy. In this section a suitable approach is described that is designed specifically

to simulate complete cells with striped micropatterned surfaces, albeit within the limitation that λ ! d.

The resulting program is then used to elucidate the e!ect of elastic anisotropy on a splay-bend surface and

to simulate the behaviour of the HTTN state with an applied electric field.

It is necessary first to select the appropriate representation of the director: near a micropatterned surface

the director rapidly changes from homeotropic to planar and so the Cartesian representation is most ap-

propriate. The polar representation is inconvenient since there is no unique solution for φ whenever the

director is homeotropic; this introduces su4cient instability into the numerical solution of the coupled

Euler-Lagrange equations that they are in practice unsolvable for any problem where the director must

be both homeotropic and planar at di!erent points.

Initially, consider the director field in contact with one patterned surface only which was the situation in

the previous chapter. Adopting the same coordinate system as before (fig. 5.3 on page 111), where the x

axis lies orthogonal to the length of the stripes and the z axis is perpendicular to the surface, the director

field n must be a function of x and z alone. The director is represented by three components

n(x, z) = [nx(x, z), ny(x, z), nz(x, z)]; (6.15)

subject to the constraint n2
x + n2

y + n2
z = 1. The actual director configuration is that which minimizes
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the well-known free energy[3]

F =
1
2

∫ [
K1(∇ · n)2 + K2(n ·∇× n)2 + K3|n×∇× n|2 − ε0ε⊥(∇U)2 − ε0∆ε(n ·∇U)2

]
dV

(6.16)

where ε⊥is the dielectric permittivity of the liquid crystal associated with any direction orthogonal to the

director, ∆ε is the dielectric anisotropy and U(x, z) is the electric potential field. If it is assumed that the

director is fixed along the boundary, the surface terms including the saddle-splay term may be discarded.

The director field that minimizes (6.16) is found by solving numerically the coupled Euler-Lagrange

equations for each component

Enξ =
∂F

∂nξ
−∇ · ∂F

∂∇nξ
= 0, ξ ∈ {x, y, z}. (6.17)

and the Maxwell equation for the scalar potential

EU = ∇ · (ε∇U) = ∇ · [ε⊥∇U + ∆ε(n ·∇U)n] = 0 (6.18)

where ε is the dielectric tensor1. Local normalization of the director may be achieved by introducing an

auxiliary functional

F ′ = F +
∫

λ(x, z)
(
n2

x + n2
y + n2

z − 1
)

dV (6.19)

with an associated Lagrange multiplier field (see section 1.2.2.2 on page 29). The auxiliary functional

(6.19) contributes a new term to the Euler-Lagrange equations for the director components

E ′nξ
= Enξ + 2λnξ = 0, ξ ∈ {x, y, z}. (6.20)

It shall be shown later that it is possible to solve for the Lagrange multiplier quite naturally within the

numerical scheme chosen and so for the moment it is su4cient to only consider the solution of the uncon-

strained Euler-Lagrange equations (6.17) and the Maxwell equation (6.18). To do this, the computational

domain is discretized onto a Nx ×Nz rectangular mesh with a unit cell of width δx = 1/(Nx − 1) and

height δz = 1/(Nz−1) and where the field variables nx, ny, nz and U are stored at the corners of the rect-

angles. The Euler-Lagrange and Maxwell equations are then discretized to yield four nonlinear equations

for each point in the mesh2: each field variable or functional q in the continuous form of the equations

is replaced by their discrete counterpart qi,j which represents its value at the mesh point corresponding

to coordinates(x, z) = (iδx, jδz). Derivatives of the field variables or functionals are then replaced by

cell-centred finite di!erences
1The unconstrained Euler-Lagrange and Maxwell equations are displayed for one and two dimensional problems in Appendix D
2This approach is not the only numerical procedure that may be used; for another see Appendix E.
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∇q →
(

qi+1,j − qi−1,j

2δx
,
qi,j+1 − qi,j+1

2δz

)

∇2q → qi+1,j + qi−1,j − 2qi,j

δx2
+

qi,j+1 + qi,j−1 − 2qi,j

δz2
. (6.21)

∂q

∂x∂z
→ (qi+1,j − qi−1,j)(qi,j+1 − qi,j−1)

4δxδz
(6.22)

Di!erent equations are needed for mesh points at the edges. At the bottom edge, each field quantity is

fixed at some value representing the director profile at that surface: this yields four simple equations for

each point of the form q1,j = Cj . At the top surface, it is su4cient to impose the condition∇q = 0 for the

director components and U set to the value of an applied voltage. The director boundary condition may be

most easily imposed by using at each mesh point in the top row equations of the form qi,Nz −qi+1,Nz = 0

for each field variable.

At the left and right hand sides, periodic boundary conditions are imposed by substituting in the discretized

equations used in the interior mesh points those quantities of the form qi−1,j with qNx,j at the left boundary

and at the right boundary replacing qi+1,j with q1,j .

Following the above procedure yields (Nx − 1) × Nz × 3 equations for the director components and

(Nx − 1)×Nz equations for the scalar potential, all of which are of the form fi = 0 and the majority of

which are nonlinear. There are an equal number of unknowns, namely the quantities of the field variables

at each point.

Having reduced the problem to that of solving a large number of simultaneous nonlinear equations, it is

possible to apply standard methods such as the Newton method[24]. Suppose the unknowns nxi,j , nyi,j ,

nzi,j and Ui,j are ordered into a single vector {v} and their associated equations Enxi,j = 0, Enyi,j = 0,

Enzi,j = 0 and EUi,j = 0 are correspondingly ordered and relabelled fi = 0. Suppose {v} is initially

assigned some trial solution {v0} which may be substituting this into the fi to give a vector of residuals

Fi({v}) which, if the trial solution {v} were correct, would be zero. If the initial guess is “su4ciently

close”3 to the correct solution, an improved solution may be found by taking a single Newton step

v1
i = v0

i + J−1
ij Fj({v0}) (6.23)

where J−1
ij is the inverse of the Jacobian matrix Jij = ∂fi

∂qi

∣∣∣
q0

and the Einstein summation convention is

implied. The true solution is then found by repeating the process

vt+1
i = vt

i + J−1
ij Fj({vt}) (6.24)

3The meaning of “su4ciently close” is the set of inputs for which the Newton method converges. It is di4cult to provide
exhaustive criteria that define this set, but it is straightforward enough to verify if a particular solution is a member: some details
are to be found in [24] and references therein. Virtually any trial solution of the correct order of magnitude is in practice suitable,
in part because the equations to be solved arose from derivative operators whose eigenfunctions are naturally exclusively continuous
functions.
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iteratively, each time reevaluating the residual and Jacobian. The iteration is stopped after some conver-

gence criterion is reached such as that the norm of the residual vector has dropped below some threshhold

value.

In order to maintain the local normalization constraint, it is helpful to stagger the solution of the potential

and director component equations: firstly, updated scalar potential values Ui,j are computed via (6.24)

using the Maxwell equations whilst holding the values of the director components constant and then the

updated director components (nx, ny, nz)i,j are computed holding the scalar potential values constant,

simultaneously solving for the local Lagrange multiplier as shall be discussed momentarily. The process is

then repeated iteratively until all values of the field variables have converged according to some criterion.

The Newton step J−1
ij Fj({vt}) is the solution of the system of equations[24]

Jij∆vt
j = Fi({vt}), (6.25)

i.e. each iteration represents a step that would solve the equations if they were linear. If the auxiliary

functional is now incorporated into (6.25), the Jacobian of the constrained Euler-Lagrange equations (6.20)

is J ′ij = Jij +2λij where λij is a diagonal matrix in which the Lagrange multiplier for each point appears

exactly three times. There is no contribution to the residual from the auxiliary functional provided that

the initial trial function is itself properly normalized. The modified Newton step is therefore found by

solving

Jij∆vt
j = Fi({vt})− 2λi (6.26)

where the Nx ×Nz unique Lagrange multipliers {λ} are to be found by solving the Nx ×Nz equations

(
nt+1

x

)2 +
(
nt+1

y

)2 +
(
nt+1

z

)2 − 1 =
(
nt

x + ∆nt
x

)2 +
(
nt

y + ∆nt
y

)2 +
(
nt

z + ∆nt
z

)2 − 1

= 0 (6.27)

where the ∆nξ are the Newton steps for a single mesh point from (6.26). Any trial solution {λ̃} may

be used to compute a proposed Newton step ∆̃vt which may then substituted into (6.27); the correct

Lagrange multipliers {λ} may in this way be found using any nonlinear equation solver, including the

Newton method. Evaluation of the Jacobian to solve the Lagrange multipliers is very expensive com-

putationally and so there remains room for considerable optimization of this step. Once the Lagrange

multipliers are found, the correct Newton step for the director components preserving their normalization

may be taken; every few iterations the director is re-normalized locally at each point.

The program that was developed to implement the above has some useful features: it is possible to set

any of the edges to any of the boundary conditions described, and in the case of a Dirichlet boundary to

represent any arbitrary patterning and not just a pair of stripes. Two further features ensure the height

and resolution of the computational mesh does not alter the solution: firstly, the program automatically
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expands the height of the computational domain, adding rows of mesh points, until the norm of the

di!erence between two successive steps (ignoring the extra row) is less than a second threshhold value;

secondly, the program after convergence then interpolates the solution onto a finer mesh and then iterates

until convergence. The procedure of interpolation and solution is repeated until the norm of the di!erence

between two successive solutions (ignoring the interpolated mesh points) is below a third tolerance value.

To simulate a complete cell, the Euler-Lagrange equations must in general be solved in all 3 spatial dimen-

sions. If, however, the cell thickness is su4ciently large in the sense that d " λ, the director field in the

centre of the cell depends on the z coordinate alone. The cell may therefore be divided into three regions:

near the substrates the director is a function of the coordinate perpendicular to the length of the stripes

and z and so the director field is solved in these two regions in 2 dimensions as described previously; in

the centre of the cell a 1 dimensional solver is used. Boundary conditions at the connecting interfaces are

imposed so that the field variables and their derivatives with respect to z are continuous; the three regions

are combined into one Jacobian so that solution of the field variables throughout the whole cell can pro-

ceed simultaneously. The program is not restricted to a particular pattern: arbitrary (Dirichlet) boundary

conditions may be imposed at either surface and there is no requirement that the cell be symmetric.

6.3 Simulation of a Twisted Nematic Cell with Micropatterned Surfaces

The two constant approach of the previous chapter had the restriction that it ignored splay/bend anisotropy.

The program developed in the previous section does not su!er from this limitation and so was used to

simulate a region of nematic in contact with a single patterned substrate (figure 6.6) to determine the e!ec-

tive pretilt—the orientation of the director far above the surface—as a function of the homeotropic-planar

“mark-space ratio” a. The height h of the computational domain was successively extended automatically

until the pretilt value obtained for each a was unchanged. The calculation was repeated for di!erent K3.

In typical nematic compounds K3 is greater than K1 ; the calculation was performed using the ratio for

E7 K3/K1 = 1.6[50, 3] and again with the inverse. The e!ective pretilt tends towards homeotropic if

K3 > K1 and towards planar if K3 < K1. The twist elastic constant does not a!ect the e!ective pretilt

when the director is perpendicular to the length of stripes as the twist term in the free energy (6.16) does

not contribute to the free energy (discussed in the previous chapter).

A full twisted nematic cell constructed from two micropatterned substrates was then simulated where the

alignment on the planar stripes was fixed to lie along the length of the stripes. The director profiles obtained

(fig. 6.7) are plotted using the polar representation

n = (cos θ cosφ, cos θ sinφ, sin θ) (6.28)

computed from theCartesian components. They di!er significantly for those for a conventional Freedericks
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Figure 6.6: Equilibrium bulk tilt angle θ̄ where nz = sin θ as a function of relative homeotropic stripe
width a with rigid anchoring.

twist cell[29] (where the surface pretilt is 0◦) in that the director tends toward homeotropic in the centre

of the cell due to the large e!ective pretilt at the surfaces. The polar profile also varies considerably (fig.

6.8)—the central tilt changes by up to 20◦—with what amounts to natural di!erences in elastic constants

between physical liquid crystal materials. As in the semi-infinite case, K3 > K1 favours homeotropic

alignment and K3 < K1 favours planar alignment; the situation is reversed for K2: K2 > K1 favours

planar alignment and K2 < K1 favours homeotropic alignment.

Finally, the response of the director field to an applied voltage (fig. 6.9) was simulated with ε⊥ = 1, ∆ε = 1

and K1 = K2 = K3 = 1× 10−11Jm−2. A conventional TN cell with θ = 0 at each surface only switches

above a threshhold voltage which is, in the 1-constant approximation[29],

VC =
√

K

ε0∆ε
. (6.29)

For the values used here VC ≈ 3.3V . The micropatterned TN cell simulated has, in contrast to the

conventional TN cell, virtually switched at V = VC .

6.4 Smectic Liquid Crystals in Contact with Micropatterned Surfaces

The cell studied in this section was constructed by Jonathan Bramble of the University of Leeds; the microscope

images were taken by the author using the Leica SP5 confocal microscope at Exeter.

The orientational order of a nematic in contact with micropatterned surfaces is, as has been shown, greatly

distorted in the region immediately adjacent to a striped micropatterned surface but the distortion relaxes

away from the surface to a spatially constant orientation in the bulk; the elastic distortion to do this nec-
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Figure 6.7: Director profiles for a simulated cell of 20µm thickness with identically patterned substrates of
2µm period for di!erent values of K2/K1. Director values are shown averaged over the x coordinate.
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Figure 6.8: Director profiles for a simulated cell of 20µm thickness with identically patterned substrates of
2µm period for di!erent values of K3/K1. Director values are shown averaged over the x coordinate.
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essary includes some bend and possibly twist distortion. In a smectic, however, bend and twist distortions

are forbidden and so the liquid crystal is forced to break up into domains. It has recently been shown[142]

that a smectic in contact with a striped homeotropic/planar surface adopts a homeotropic configuration

above the homeotropic stripes and splits into a linear array of circular domains whose appearance under

the polarizing microscope is consistent with that of focal conic domains.

FCM images were taken of 8CB in a cell with one surface prepared with microcontact printed SAMS (see

section 5.2 on page 107) with planar degenerate stripes that were ∼ 10µm wide and the other surface

a coverslip treated with a homeotropic polyimide; the surfaces were held apart by 12µm beads dispersed

throughout the cell. An axial section from just above the micropatterned surface (fig. 6.10) shows the line

of focal conic domains which appear as bright circles surrounded by regions of homeotropic smectic which

appear dark: In cross section however (fig. 6.10 below) the hyperbolic defect cores appear very clearly to

be asymmetric despite the fact that the planar stripes was prepared so as to be azimuthally degenerate.

It is clear from the earlier discussion of Dupin cyclides in chapter 4 (in particular fig. 4.8 on page 101) that

for small eccentricities the shape of the ellipse changes rather imperceptibly but for the hyperbola the same

change is quite manifest. It is possible to visually fit hyperbolae to the cross section image (shown as red

lines in fig. 6.10) provided that the cross section is properly scaled so that the bright band corresponds to

the known cell thickness. A value of 0.3 for the eccentricity of the hyperbolae was obtained. This value

is entirely consistent with the shape of the ellipses from the axial section.

6.5 Discussion

Micropatterned surfaces o!er the possibility of constructing TN cells with arbitrary preferred surface

alignment orientations, in particular polar angles around 45◦ which are very di4cult to achieve with

conventional uniform substrates. The tendency of a striped surface to align the director along the length

of the stripes was shown in this chapter by the work of others to be su4cient to stabilize an analogue of

the Twisted Nematic cell. This chapter has explored such a cell and described some important di!erences

between the micropatterned TN cell and the conventional TN cell. Foremost, an experimentally observed

anomalous tendency for the micropatterned TN cell to develop spatially uniform regions not present in a

conventional TN cell was explained by extending the description of the previous chapter to estimate the

energy of that state.

A second e!ect due to the high surface tilt (a corollary of the micropatterning) was shown at the start

analytically to favour variation of the polar component of the director throughout the cell. This e!ect was

visible, as was an azimuthal perturbation of somewhat smaller amplitude, in the physically realistic simu-

lations conducted in the second part of the chapter. The simulation split the cell into two 2-dimensional

regions adjacent to either substrate and a 1-dimensional region in the cell centre—an approach signifi-

cantly more e4cient than solving the full 3-dimensional Euler-Lagrange equations as would be necessary
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Figure 6.10: FCM images of Dupin cyclide focal conic domains (above) an axial section near the mi-
cropatterned surface (below) reconstructed cross section with fitted hyperbolae.

if the cell thickness were close to the period of the patterning.

It was shown in this chapter that the resulting cells o!er essentially threshhold-less switching and require

much lower voltages than conventional TN cells to completely switch the cell. Furthermore, the director

profile in the cell depends very strongly on the elastic constants; such cells may potentially be used experi-

mentally to measure ratios of elastic constants although there remains the problem of covariance between

the two ratios K2/K1 and K3/K1.

Finally, the focal conic domains formed by a smectic liquid crystal were shown to be asymmetric by

confocal microscopy and, for the first time, the eccentricity was measured directly from an axial cross

section. The physical origin of the asymmetry remains an open problem. In the nematic phase the stripes

align the liquid crystal along their length (as shown in the previous chapter) and the cell adopts one of

the two possible HAN-like configurations (see section 3.2 on page 58), breaking the mirror symmetry

perpendicular to the length of the stripes. It is possible that this is the origin of the asymmetry; it is also

possible that the eccentricity may further be controlled by adjusting the ratio of the cell thickness to the

stripe width.
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Chapter 7

Conclusion

7.1 Summary of Results

C
,37$%+& 3 and 4 considered the configuration adopted by a smectic liquid crystal in a hy-

brid–aligned cell. The structure discovered by Ruan et al[2] was shown, on cooling from

the nematic phase through the nematic–smectic transition, to self-organize through a com-

plicated sequence of intermediate phases: the well-known HAN configuration in the nematic phase; a

“stripe” configuration stable over a very narrow temperature range ∼ 0.1K; upon further cooling, a stripe

configuration modulated along the length of the stripes and, into the smectic phase, the known structure

of fan-shaped domains arranged on a hexagonal lattice.

The intermediate “stripe” structure was shown to be exactly that discovered long ago by Cladis and

Torza[1], but was studied in situ for the first time by confocal microscopy: the stripe structure was shown

to be a sequence of smectic wedges at the planar surface, with the region immediately above possibly ne-

matic. These results partly support the model of Cladis and Torza except that the corresponding wedges

on the homeotropic surface were not observed in the cross-sections from confocal microscopy. It is clear

that the dominant physical e!ect that causes the transition to the periodic striped state is the expulsion of

the bend deformation present in the conventional HAN state by the fluctuating presmectic order.

There are, however, two possible mechanisms by which the wedges might form: the explanation sug-

gested by Cladis and Torza is that the surface-enhanced smectic order grows into the cell just above the

transition, compressing the central nematic region that undergoes some sort of buckling instability. This

central nematic region remains stable over a short temperature range even below the normal critical tem-

perature due to a renormalization of the transition temperature by the presence of director deformations

with nonzero curl. The alternative explanation for the stripes is a spontaneous periodic curvature anal-

ogous to other examples of pattern formation in nematics, e.g. the situation where a liquid crystal with

very anisotropic elastic constants is deformed with a magnetic field.
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The linear relationship between cell thickness and the period of the structure was shown to hold over a

much wider range of thicknesses thanmeasured by Ruan et al. There nonetheless remains some suggestion

in fig. 3.14 ( on page 70) that for thin cells, the period might be rather smaller than the cell thickness.

Additionally, the period of the stripes in the very thick cells studied originally by Cladis and Torza is only

about two-thirds of the cell thickness. It might be interesting, therefore, to see if the linear dependence

falls o! at either thinner or much thicker cells with 8CB. For the case of thin cells, there will undoubtedly

be a transition to an undistorted state below some critical thickness [95].

The shape of the domains that form the unit cells of Ruan et al’s structure are rather di!erent to the

corresponding domains in the structure of Cladis and Torza: while the latter are cylindrically symmetric

Toroidal Focal ConicDomains (TFCDs), those of Ruan et al have onlymirror symmetry about the rubbing

direction at the planar substrate. The evidence of confocal microscopy from Pishnyak et al[72], and the

present study in chapter 3, suggest that their structure is nonetheless focal conic (of either tilted Toroidal

or Dupin cyclide of nonzero eccentricity) in contrast to the spherocylindrical model presented in [2].

Confocal microscopy in the nematic phase of the region between HAN domains of opposing orientation

shows very clearly that the orientation of the nematic at the planar substrate is not parallel to the surface,

but inclined at some angle. The surface pretilt breaks the mirror symmetry of the two possible opposing

HAN configurations, and so the emission intensity profile for each state appears quite di!erent: cross-

sections were obtained of a disclination line between two such domain lines, and the intensity di!erence

at the planar substrates suggests a surface tilt angle of around 15◦.

It was shown that if the surface pretilt was also e!ective in the smectic phase, then the polar anchoring

energy per unit area for a TFCD could be minimized by tilting the domain with respect to the surface

normal and removing regions with high anchoring energy density; this mechanism is quite consistent

with the confocal microscopy and probably acts in conjunction with the azimuthal anchoring mecha-

nism suggested by Pisknyak et al[72]; it is readily extended to tilted Dupin cyclide domains with suitable

combinations of eccentricity and inclination of the line disclination with respect to the surface normal.

In the smectic phase of 8CB in cells prepared with evaporated silicon oxide to promote planar alignment,

the domains were hexagonal in shape and were shown by confocal microscopy to be TFCDs without the

interdomain homeotropic regions of the Cladis and Torza structure, instead separated from one another

by curvature walls. A complete phenomenological theory was constructed for the circular–hexagonal

transition: this showed that the close-packed hexagonal structure reduced the splay energy by excluding

the highly distorted regions near the defect ellipse as well as minimizing the polar anchoring energy by

eliminating the need for interdomain homeotropic regions; both at the expense of introducing curvature

walls. It was furthermore shown that the circular state was favourable for large cell thicknesses, regardless

of the value of the anchoring energy.

Both Ruan et al’s structure, and that of the silicon oxide cells are interesting because curvature walls are

normally too energetically expensive to be observed in smectics. In most situations, the size of the do-
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mains reflects a compromise between the surface and bulk energies. The smectic in the hybrid-aligned

cell, however, represents a system frustrated not just between the constraint of constant layer spacing and

the boundary conditions, but also by a periodic boundary condition imposed by the intermediate stripe

structure. The technique of surface micropatterning o!ers the possibility of imposing similar periodic

boundary conditions and hence suggests the new possibility of designing surfaces that cause a smectic to

self-assemble into some useful structure.

Chapter 5 looked at a liquid crystal system frustrated by a micropatterned surface: that of a nematic in

contact with a series of alternate homeotropic and planar stripes, where the planar stripes were prepared so

as to have some preferred azimuthal orientation. Recent results from Sharp Laboratories of Europe showed

that, if the period of the stripes was su4ciently small, then the liquid crystal might violate the azimuthal

anchoring condition at the planar stripes. A model proposed in this thesis, of a semi-infinite nematic in

contact with such a surface, shows that this is possible only if the twist elastic constant is di!erent to the

bend and splay elastic constants and also if the azimuthal anchoring energy is rather weak! 5×10−6Jm−2.

In particular, it was shown that if K2 < K1 and K3 then the elastic energy would favour alignment of the

nematic director along the length of the stripes and if K2 > K1 and K3, the elastic energy would favour

alignment orthogonal to the length of the stripes.

A new phase diagram for the semi-infinite nematic liquid crystal in contact with the striped substrate was

also presented, extending previous work that predicted the nematic might adopt a uniform state if either

set of stripes were su4ciently narrow[118]. A similar model was constructed for a nematic in contact with

a striped surface where the stripes alternately promoted planar alignment of orthogonal azimuthal easy

axis; it was shown that a distorted–uniform transition might take place if one set of stripes were su4ciently

narrow, but that a planar–homeotropic transition could not take place.

The tendency of a micropatterned surface to align a nematic due to elastic anisotropy has recently been

shown by the Leeds group to be su4cient to permit the construction of a Twisted Nematic Cell[142].

The behaviour of the nematic in such a cell is rather di!erent from that in a conventional TN cell and was

explored in chapter 6. The high e!ective surface tilt was shown to cause the director to rotate towards

homeotropic in the centre of the cell; the same e!ect was shown to occur in TN cells prepared with

uniform high-tilt substrates.

It was also shown that if the polar anchoring energy was reasonably weak (∼ 5 × 10−5Jm−2), that a

state spatially uniform in the bulk was nearly degenerate with the twisted state, explaining some of the

results of the Leeds group. This new uniform configuration has too much azimuthal anchoring energy to

be observed in conventional TN cells. A complete simulation of a cell with surface micropatterning was

presented for the first time within the limit that the cell thickness was much greater than the length scale of

the patterning. These simulations show that the director profile in such a cell is very sensitive to the ratio

of the elastic constants, and that the voltage by which such a cell has fully switched—the switching itself

is threshhold-less—is much lower than for a conventional TN cell. The chapter concluded with a brief
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look at a smectic structure self-assembled by means of a micropatterned surface with confocal microscopy,

measuring the eccentricity of the Dupin cyclide Focal Conic Domains formed for the first time from the

reconstructed cross-section.

7.2 Open Problems and Future Work

Although the reason for the highly regular structure of Ruan et al has now been explained as being due

to nucleation of the focal conic domains along the smectic wedges of the intermediate “stripe” phase, the

mechanism by which the stripes form remains unclear. Cross-sections of the stripes from confocal mi-

croscopy suggest that as the wedges form, the smectic order parameter has not reached its equilibrium

value. It seems very likely that the model of Cladis and Torza is incomplete since it is unable to explain the

observed period of the stripes in 8CB; however, a more complete model would be very complicated, re-

quiring spatially varying magnitude and phase of the smectic order parameter, nematic–smectic coupling,

and inevitably requiring numerical simulation. In contrast to the situation with nematics, there has been

very little work on the numerical simulation of smectics. Some preparatory work exists, including a com-

plete elastic theory for smectic-A with a tensor representation of the smectic order parameter[14]; it would

be helpful to develop from this a numerical simulation comparable to the Q-tensor methods[33, 101].

The structure found by Ruan et al and the work of chapter 4 suggests that surface pretilt may persist

into the smectic phase. Unlike the elastic energy, the surface energy and curvature wall energies of the

various admissible smectic configurations have not been studied extensively; with the new possibility of

controlling the structure adopted by smectics as shown briefly in chapter 6, it might be a useful to establish

the relative surface energies of each sort of smectic configuration for arbitrary position and orientation of

the surfaces. A significant obstacle to such a programme is that the functional form and strength of the

smectic–surface anchoring potential are not well known. It remains a significant open problem to develop

a microscopic model for the smectic–surface anchoring; there is very likely some insight to be gained from

realistic Monte-Carlo simulations of the smectic-surface molecular interaction.

The technique of Confocal Microscopy has been shown in the literature and in this thesis to be tremen-

dously powerful in that it permits non-destructive in-situ images of a structure of interest. What has not

so far been attempted is the quantitative reconstruction of the director field (the analogous procedure for

confocal microscopy does not appear to have been attempted either; a suitable procedure is described and

applied to an example image in appendix B) or underlying parameters directly from the intensity mea-

surements. The attraction of such an approach is that it is compatible with high-throughput machine vision

techniques that permit rapid optimization of the design of a device by allowing the parameter space to be

explored.

There are two obstacles to the quantitative analysis: The forward problem of computing an intensity

distribution from a known director configuration is complicated and a complete model incorporating the
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many physical e!ects has not yet been formulated. It was, however, identified in passing in chapter 2 that

there is quite a unique prior that may be used to regularize the inverse problem: the boundary between a

region of zero intensity (i.e. the substrate) and the dye-doped region (the liquid crystal) ought to be fine

and the side of the deconvolved intensity function ought to be a step function. Intuitively then, it might

be expected that a good deal of information on the axial dependence of the point spread function might be

obtained with little ambiguity. Fluorescent microspheres have been commonly used in Biology[55] and

their known shape used as a prior in the deconvolution problem; this might well be of use in the liquid

crystal problem. Furthermore, there has been to date no analysis of whether the detailed emission spectrum

(rather than its integral as heretofore used) contains additional information on the ordering.

It is anticipated that the recent development of cells with two- or three-dimensional liquid crystal struc-

ture—the ZBD, PABN and micropatterned TN geometries—will provoke a demand for some technique

capable of resolving the dynamic behaviour of a liquid crystal as it is switched. Fast-scanning confocal

microscopy[46, 55] may well be capable of resolving behaviour on timescales of a few microseconds or

greater, but an alternative approach (analogous to that used in the Dynamic Fully Leaky Guided Mode

technique[143]) is to gather data continuously, switching the cell periodically many times, and then re-

cover the dynamic response by averaging over many periods.

The situation of the Twisted Nematic cell constructed from micropatterned surfaces was, in chapter 6,

considered in the simplifying assumption that the length scale of the pattern was much smaller than the

cell thickness. It was therefore possible to analyse the regions adjacent to each surface in two dimensions

only rather than three. For cells of conventional display thickness, however, the director should depend on

all three spatial coordinates and it is very likely that some interesting stability phenomena are to be found

therein. In order to study this situation, it is necessary to extend the simulation presented in chapter 6 to

three dimensions.

It remains finally to remark that the most interesting possibility suggested by this thesis: that of using

surface micropatterning to produce highly ordered smectic structures, is an area virtually unexplored.
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• T. J. Atherton and J. R. Sambles, “Orientational transition in a nematic liquid crystal at a patterned surface”,

Phys. Rev. E 74 022701 (2006)

• T. J. Atherton and J. R. Sambles, “Numerical simulation of a twisted nematic cell constructed from mi-

cropatterned substrates”, Mol. Cryst. Liq. Cryst., submitted



C"#1-*&'"# 153

7.4 Conference Presentations

Oral

• BLCS (British Liquid Crystal Society Annual Meeting) at York, UK 2006: “Orientational transition

in a nematic liquid crystal at a patterned surface”

• BLCS at Exeter, UK 2005: “How the tiger got his stripes: Periodic structure in hybrid-aligned 8CB above

the nematic-smectic-A phase transition”

• Rank Prize Conference Talk (Invited Speaker) at Grasmere, UK 2004: “Periodic Frustration Structures

in Liquid Crystal Films”

Poster

• ILCC at Keystone, CO 2006: “Anomalous structures in cells constructed from micropatterned substrates”

• SET for Britain at UK Parliament, London 2005: “Imaging 3D Liquid Crystal Structures by Fluorescence

Confocal Microscopy’’

• Institute of Physics Einstein Conference at Warwick, UK 2005: “Novel Periodic Structures in Hybrid-

Aligned Liquid Crystal Films”

• ECLC (European Liquid Crystal Conference) at Sexten, Italy 2005: “Periodic structure in hybrid-

aligned 8CB in the vicinity of the nematic-smectic-A transition”

• BLCS Poster at Manchester, UK 2004: “Frustration Structures in Hybrid Aligned Smectic Cells”



Appendices

154



Appendix A

Derivation of the Natural Boundary

Conditions for the Neumann-Dirichlet

(Mixed) Problem

A liquid crystal free energy typically has the form

F =
∫

f(qi, qi,j) dV +
∫

g(qi, q̄i) dS (A.1)

where the qi(xj) are a set of field quantities that together represent the liquid crystal order parameter

and qi,j are their derivatives ∂qi

∂xj
with respect to the components xj of a an orthogonal system of spatial

coordinates. The bulk free energy f(qi, qi,j) is to be integrated over the volume of the liquid crystal (or

a unit volume if appropriate) and the surface free energy g(qi, q̄i) is to be integrated over the surfaces.

Extrema of A.1 may be found using variational calculus however the surface term, which quantifies the

energy cost of changing the components of the order parameter from some preferred value q̄i, is not

generally present in the sort of problems solved in textbooks on variational calculus which are normally

from classical mechanics; nor is it to be found in liquid crystal textbooks. This appendix shall elucidate the

necessary extension to the derivation of the Euler-Lagrange equations in the hope it may be of assistance

to future readers.

Extrema of F may be found by variations of the free energy

δF = δ

∫
f(qi, qi,j) dV + δ

∫
g(qi, q̄i) dS

=
∫

δf(qi, qi,j) dV +
∫

δg(qi, q̄i) dS

=
∫ ∑

ij

[
∂f(qi, qi,j)

∂qi
δqi +

∂f(qi, qi,j)
∂qi,j

δqi,j

]
dV +

∫ ∑

i

∂g(qi, q̄i)
∂qi

δqidS. (A.2)
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The second term in the volume integral may be integrated by parts

δF =
∫ ∑

ij

δqi

[
∂f(qi, qi,j)

∂qi
− ∂

∂xj

∂f(qi, qi,j)
∂qi,j

]
dV +

∫ ∑

i

δqi

[
sj

∂f(q, qi,j)
∂qi,j

+
∂g(qi, q̄i)

∂qi

]
dS

(A.3)

where sj are components of the surface normal in the orthogonal coordinate system.

At extremal F with respect to arbitrary infinitesimal variations δqi of the components of the order param-

eter field, each term of each sum in both integrands must equate to zero. The terms of the sum in the

bulk integral give the well-known Euler-Lagrange equations

∂f(qi, qi,j)
∂qi

− ∂

∂xj

∂f(qi, qi,j)
∂qi,j

= 0 (A.4)

where i and j are free indices. The surface integrand gives the natural boundary conditions

sj
∂f(q, qi,j)

∂qi,j
+

∂g(qi, q̄i)
∂qi

= 0 (A.5)

as required.



Appendix B

On the Automated Reconstruction of

Director Profiles from Polarizing

Microscope Images

Chapter 2 introduced the use of polarizing microscopy to analyse liquid crystal structures, a technique

which was of use because the quantity of interest—the director field as a function of position—caused

some variation or contrast in an observable quantity—the intensity of light—that also happened to be a

function of position (albeit two-dimensional). It is natural to ask then, given such an image, to what

extent it is possible to reconstruct a quantitative director field automatically from a polarizing microscope

image.

It is clear that only the in-plane (azimuthal) component of the director can be reconstructed in this way

and it is therefore necessary to restrict attention to such systems where, firstly, the azimuthal component

of the director field does not vary significantly through the distance of the cell and secondly, the polar

variation of the director field in the vertical direction does not significantly alter the intensity distribution

observed. The HAN cell is such a system and it is therefore appropriate to attempt such an analysis on fig.

2.3.

The mapping of the director field to the intensity field (fig. B.1) is problematic in that it is such that many

possible director angles are mapped to a single intensity value. It is straightforward to obtain some angle

from the intensity by applying an inverse function if the intensity is appropriately scaled so as to lie in the

interval 0 ≤ I ≤ 1,

ψ =
1
2
arcsin

√
I; (B.1)

the angle obtained then lies in the interval 0 < φ < π/4. Having scaled intensity values in the entire

image appropriately, this inverse function can be applied to the image Iij to yield a corresponding matrix
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Figure B.1: Mapping of the azimuthal component of the director field to the observed intensity.

of angles ψij . It is then necessary to assign to each obtained value the correct octant qij . There are, in

general, many possible labellings that are consistent with the known physics of the liquid crystal.

The symmetry of the nematic is such that the director must have inversion symmetry and so if the di-

rector is represented by some angle φ, only values in the interval 0 ≥ φ > π represent distinct orien-

tations. This symmetry may be broken for the azimuthal component of the director field by the verti-

cal structure of the cell. In a HAN cell, for example, there exist two opposing possible vertical states—

and —for each azimuthal orienta-

tion and so the inversion symmetry is broken: an azimuthal rotation of φ by π transforms one state into

the other and so φ is uniquely specified in the interval 0 ≤ φ < 2π. In order to reconstruct the director

field from the image, it is necessary to assign to each pixel in the image Iij an octant number in the range

1 ≤ qij ≤ 8 and where octants 1 and 8 are understood to be adjacent.

The continuity of the director field places an important restriction on the labelling: if one element in

the image Iij is assigned some octant qij = Q, then each of the neighbouring cells must be assigned

either the same octant or an adjacent octant if the intensity value in that cell is minimal or maximal. It is

natural then, to isolate those areas of the image—achieved in practice by threshholding the image—which

represent intensity maxima and minima and to assign octants to the intervening regions.

The structure of an image may then conveniently represented then by a graph (fig. B.2): a node is placed

within each continuous bright region and edges between nodes are drawn between nodes that represent

regions that are separated by some dark region. There are some physical restrictions on the structure of

such a graph: If Nq is the number of quadrants over which the director is uniquely represented (which

must be even and is 4 in the case of the HAN cell problem), the graph may consist of any number of nodes

each joined to a maximum of Nq other nodes; nodes may be joined so as to close o! a region (around a

disclination), but that region must be surrounded by a number of nodes that is an integer multiple of Nq.

It is only necessary to assign the bright regions to a correct quadrant as, once this is done, the remainder

of the image may be assigned the correct octant with no ambiguity. The graph approach has also reduced

the problem to finding those labellings of the nodes of the graph that are consistent with the physical

requirement that each node must be assigned a quadrant adjacent to those of connected nodes. In the
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(a)

(b)

1 2 3 4

12

2 1

1 2 3 4

12

2 1

(c)

Figure B.2: (a) Deconstruction of a polarizing microscope image of a HAN cell with defects and domain
wall into a graph representation of its distinct areas showing one possible quadrant labelling for each node
(b) redrawn version of the graph with quadrants labelled by number and (c) a simplified notation for the
same graph.
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4 3
3 2 1 2

4 3

4 3
3 4 1 2

4 3

2 3
3 2 1 4

2 3

2 3
3 4 1 4

2 3

Table B.1: Four possible labellings of quadrants from the graph depicted in fig. B.2; three further distinct
configurations may be obtained from each of these bymaking cyclic permutations of the sequence 1, 2, 3, 4

case of the image from the HAN cell (fig. B.2), there is two further restrictions: firstly, since the band

to the bottom left represents a reorientation wall, the two regions outside cannot be assigned the same

quadrant (the director must di!er by π); secondly, the nodes on opposite sides of the disclination must

also be di!erent. With this restriction, the 16 possible assignments for the quadrants may be enumerated

(table B.1). A program, written to perform the whole process automatically, was used to produce the

reconstructed director profile in fig. 2.3.

This appendix has outlined a general procedure for the reconstruction of the director field from a polarizing

microscope image, and for determining all possible physical director fields that may have produced a

particular image. It is envisioned that a similar procedure may be utilized in the reconstruction of director

profiles from FCM/FCPM image stacks.



Appendix C

Critical Exponents for the Twist and

Bend Elastic Constants at the

Nematic–Smectic-A Transition in 8CB

In chapter 4, it was mentioned that although a number of studies that measured the behaviour with tem-

perature of the elastic constants, very few studies attempted to extract values for the critical exponents.

In this appendix, a probabilistic approach is used to extract the critical exponents from these published

studies.

It is expected that the twist and bend elastic constants follow some power law as discussed in section 4.1

K′
i = KN

i + δKi(T − Tc)−νi . i ∈ {2, 3} (C.1)

The fitting procedure used in the CBOOA papers[78, 79, 80, 81] is to take the logarithm of equation C.1,

log(Ki −KN
i ) = log(δKi)− νi log(T − Tc), (C.2)

which implies that for known KN
i and Tc, a plot of log(Ki−KN

i ) against log(T −Tc)will yield a straight

line of negative gradient νi, a parameter that may be extracted by the least squares procedure. In practice,

KN
i and Tc are not known precisely—the presence of deformations with |∇× n| = 0 in fact makes the

transition temperature rather ill-defined for measurements involving a Freedericks transition (see section

4.2)—and so must be used as fitting parameters. Some reason for the experimental di4culty in determining

the critical exponents is suggested immediately by the form of (C.2): the errors associated with each of the

measured values {Ki} are typically of similar size but when scaled logarithmically, errors far away from

the transition become proportionately larger. It is therefore necessary to measure the elastic constants very
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close to the transit on temperature (with the consequent problem of maintaining temperature stability) in

order to determine the critical exponents with any precision. Certain studies—those of Hakemi et al[85]

and Coles et al[144]—do not measure the elastic constants su4ciently close to the transition to give useful

information about the critical exponents but do confirm the inequality K2 < K1 < K3 away from the

transition.

A significant problem with the least squares procedure is that it is only justified if the errors are constant

and of known magnitude, and gives no indication of the error associated with the fitted parameters. An

approach that does is to compute the probabilistic likelihood function for the model parameters given the

data1

P
(
ν,KN , Tc, δK| , {K,T,σ}

)
= exp



−
N∑

j=1

[
ln(Kj −KN )− ln(δK) + ν log(Tj − Tc)

]

σ2
j



 (C.3)

where the errors {σ} have been scaled logarithmically. The expression C.3 is not rigorously justified as it

assumes that the errors associated with each measurement are distributed according to a Gaussian, which is

evidently not the case. It has been shown that the Gaussian distribution is the least informative distribution

for the noise (see [74] for a detailed review) and so it is to be anticipated that the error estimates of this

section are perhaps a little larger than justified by the data. A second assumption implicit in C.3 is that no

information at all was known about ν,KN , Tc and δK. In fact there are some natural constraints on the

value of the parameters, e.g. KN < min{K} and Tc < min{T} and moreover, it is natural to reject fitted

values of Tc that imply unfeasibly large values of |∇× n|. These constraints, properly formulated as prior

distribution functions for the parameters are naturally incorporated within the probabilistic scheme by use

of Bayes’ theorem [74].

A significant advantage of the probabilistic approach is that, since the only parameter of interest is the

value of ν, and the values of KN
i , Tc and δKi are superfluous, it is possible to integrate (C.3) over all

possible values of these “nuisance parameters” to yield a probability distribution function for ν

P (ν|{K,T,σ}) =
∫ ∫ ∫

P
(
ν,KN , Tc, δK | {K,T,σ}

)
dKN dTc dδK∫ ∫ ∫ ∫

P (ν,KN , Tc, δK | {K,T,σ}) dKN dTc dδK dν

where the denominator ensures that the probability distribution is properly normalized. The probability

distributions for ν2 and ν3 are plotted in fig. C.1 from the studies of Malraison et al [84], Karat et al [82]

and DasGupta et al [86]. They suggest that ν3 > ν2, although the measurements are not particularly

consistent and the distributions are very wide. The conclusions of this thesis rely merely on K3 > K2

which appears to be the case experimentally.

1to be read ’The probability density that the model parameters have values ν, KN , TC , δK given the set of measured elastic
constants and temperatures and their associated errors {K, T, σ}
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Figure C.1: Normalized probability distribution functions for the critical exponents associated with the
elastic constants in 8CB (a) the twist exponent ν2, (b) the bend exponent ν3.



Appendix D

The Free Energy and Unconstrained

Euler-Lagrange Equations for the

Cartesian Representation of the Director

One-Dimensional Problem

Adopting the representation of the director

n = {nx(z), ny(z), nz(z)}, (D.1)

the free energy density is, in units of K1,

f =
[
(k2 − k3)n2

y + k3

]
n′2x + 2(k3 − k2)nxnyn′yn′x + K

[
(k3 − k2)n2

y + (k3 − k2)n2
z + k2

]
n′2y +

+n′2z − ε⊥ε0V
′(z)2 −∆εε0n

2
zV

′(z)2 (D.2)

where k2 = K2/K1. The left hand sides of the unconstrained Euler-Lagrange equations are then

Enx = (k3 − k2)n′′xn2
y − (k2 − k3)

(
2n′xn′y − nxn′′y

)
ny + (k2 − k3)nxn′2y − k3n

′′
x

Eny = (k2 − k3)n′′yn2
y + (k2 − k3)

(
2n′2x + n′2y + nxn′′x

)
ny +

+2 (k2 − k3)nzn
′
yn′z + (k2 − k3)n2

zn
′′
y − k2n

′′
y

Enz = −n′′z − nz (k2 − k3)n′2y + ∆εε0V
′(z)2

EV =
ε0
K1

d

dz

[
V ′(z)

(
ε⊥ + ∆εn2

z

)]
(D.3)
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Two-Dimensional Problem

Adopting the notation

nξ,x = ∂nξ

∂x , nξ,z = ∂nξ

∂z

nξ,x,x = ∂2nξ

∂x2 , nξ,x,z = ∂2nξ

∂x∂z , nξ,z,z = ∂2nξ

∂z2

(D.4)

the free energy density is

2f = n2
x,x +

[
(k2 − k3)n2

y + k3

]
n2

x,z + k2n
2
zn

2
y,x − k3n

2
zn

2
y,x + k3n

2
y,x + k2n

2
yn2

z,x − k3n
2
yn2

z,x +

+k3n
2
z,x + n2

z,z +
[
(k3 − k2)n2

y + (k3 − k2)n2
z + k2

]
n2

y,z + 2(k3 − k2)nynzny,xnz,x −

−2 (k2 − k3)nxny,z (nzny,x − nynz,x) + 2nx,xnz,z −

−2nx,z

[
(k2 − k3)nz,xn2

y + (k3 − k2)nzny,xny + (k2 − k3)nxny,zny + k3nz,x

]
−

− ε0
K1

[
ε⊥

(
V 2

x + V 2
z

)
+ ∆ε

(
n2

zV
2
z − n2

yV 2
x − n2

zV
2
x + V 2

x + 2nxnzVzVx

)]
(D.5)

and the left hand sides of the Euler-Lagrange equations are

Enx = (k2 − k3) (2nx,zny,z − 3nz,xny,z + ny,xnz,z + nzny,x,z − nxny,z,z)ny +

+(k2 − k3) (nx,z,z − nz,x,z)n2
y + 2k2nzny,xny,z − 2k3nzny,xny,z + nx,x,x +

+k3nx,z,z + nz,x,z − k3nz,x,z + (k3 − k2)nxn2
y,z −

ε0
K1

∆εnzVxVz

Eny = (k2 − k3)ny,z,zn
2
y + 2 (k2 − k3)ny

(
n2

x,z + n2
y,z + 2nx,znz,x

)
+

+k2ny

(
2n2

z,x − nznx,x,z + nxnx,z,z + nznz,x,x − nxnz,x,z

)
+

+k3ny

(
nznx,x,z − nxnx,z,z − nznz,x,x + nxnz,x,z − 2n2

z,x

)
+

+(k2 − k3)nz [nx,zny,x − 2nz,xny,x + ny,z (nx,x + 2nz,z) + 2nxny,x,z] +

+k2 (nxny,znz,x + nxny,xnz,z − ny,z,z)− k3 (nxny,znz,x + nxny,xnz,z + ny,x,x)

+ (k2 − k3) (ny,z,z − ny,x,x)n2
z +

ε0
K1

∆εnyV 2
x

Enz = k2

(
nx,x,zn

2
y − nz,x,xn2

y + 3nx,zny,xny − nx,xny,zny − 2ny,xnz,xny − nxny,x,zny

)
+

+k3

(
nz,x,xn2

y − nx,x,zn
2
y − 3nx,zny,xny + nx,xny,zny + 2ny,xnz,xny + nxny,x,zny

)
−

−nx,x,z − nz,z,z − 2k2nxny,xny,z + nz (k2 − k3)
(
2n2

y,x − n2
y,z − nyny,x,x

)
+

+k3 (nz,x,x − 2nxny,xny,z − nx,x,z)−
ε0
K1

∆ε
[
nz

(
V 2

z − V 2
x

)
+ nxVxVz

]

EV = − ε0
K1
∇ ·




ε⊥ + ∆εn2

x ∆εnxnz

∆εnxnz ε⊥ + ∆εn2
z








Vx

Vz



 . (D.6)



Appendix E

Explicit Solvers for the Cartesian

Component Representation of the

Director are Numerically Stable

In chapter 6, the Euler-Lagrange equations for a nematic liquid crystal were solved numerically. The

method adopted was to simultaneously solve the coupled Euler-Lagrange equations for all mesh points

simultaneously by iteratively taking Newton steps from an initial trial solution; this scheme is referred to

as fully implicit as the updated values of the field variables at each point depend implicitly on their values at

all other points.

Another scheme is to recast the Euler-Lagrange equations as a source term in a di!usion equation

∂nξ

∂t
= Enξ (E.1)

which may be discretized in time to give an iteration formula

nt+1
ξ = nt

ξ + γEnξ (E.2)

where the notional discrete time interval γ must be small enough to ensure numerical stability. Such

a scheme is referred to as explicit—the updated director components depend explicitly on their previous

values—and are very easy to program but are very rarely numerically stable.

Explicit schemes are, however, attractive in that it is very easy to impose the normalization constraint.

Replacing the left hand side of the unconstrained Euler-Lagrange equations with that of the constrained

Euler-Lagrange equations contributes a term +2γλnt
ξ to the right hand side of (E.2). Squaring each side
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and summing over each director component yields a quadratic equation for λ

∑

ξ

(
nt+1

ξ

)2
= (1 + 2γλ)2

∑

ξ

(
nt

ξ

)2 + γ2
∑

ξ

E2
nξ

+ 2γ(1 + 2γλ)
∑

ξ

nt
ξEnξ = 1 (E.3)

which may be solved and substituted into the constrained form of (E.2). This scheme just described was

in fact numerically stable and converges if γ ! 1/8. It is however, not possible to incorporate the potential

field into such a scheme as the stability is then lost.
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Photoalignment, 107, 122, 125

Photomultiplier tube, 43

Pinhole (confocal microscopy), 43

Planar alignment, 30, 35, 107

Degenerate, 30, 39, 108

Materials, 56

Patterning, 106, 128

Photopolymer, 107

Polar anchoring energy, see Anchoring energy

Polarization conversion, 38

Polarization holography, 108, 125

Polarizing microscope, 38, 58, 113, 129

Image analysis, 157

Polyimides, 56

Polymer-stabilized liquid crystals, 45, 46

Polymorphism, 19

Post-aligned bistable display, 107

Pretilt angle, 30, 128

Q-Tensor, 24, 30

Raman scattering, 24

Rapini-Papoular potential, 112, 118, 134

Rigid anchoring, 31, 36, 116

Ruan’s structure, 54, 59, 79, 100

Tilted TFCD model, 103

Scalar order parameter, 24

Schlieren texture, 39, 47

Schuster periodogram, 66

Second order transition, 24

Self-assembled monolayers (SAMS), 108

Self-assembly, 31

Self-organization, 54, 82

Silicon oxide, 31, 56, 63, 80, 89, 106
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Smectic, 15, 20, see Focal conics

A, 20, 22

B, 22

C, 20

Correlation length, 81

Elastic energy, 80

Fluctuations, 81

in HAN cell, 54

in Micropatterned TN cell, 141

Order parameter, 22

Spherocylinder model, 54

Splay-Bend configuration, 110, 116, 118, 122

Anomalous, 114

Euler-Lagrange equation, 115

Free energy density, 114

Splay-Bend to Twist transition, 114

Stability, see Numerical stability

Stability criterion

HTTN to UN transition, 133

Splay-Bend to Twist transition, 116

UN state in conventional TN cell, 135

Stokes shift, 50

Stokes’ theorem, 81

Storage display, 79

Stripe structure, 39, 59, 79

Confocal microscopy, 69

Linearized perturbation model, 84

Model, 84

Model of Cladis and Torza, 85

Polarizing microscopy, 58

Stripe stucture

Analogous phenomena in other geometries, 82

Striped patterned surface, 110

Surface energy, 155, see Anchoring energy

Striped surface, 120

Surface melting, 31

due to nanopatterning, 106

Symmetry, 15, 19

Relationship with prder parameter, 22

Tag (Fluorescent), 43, 47

Temperature stage, 38

Thermotropic, 19

Toroidal coordinates, 91

Toroidal Focal Conic Domain, 80

Toroidal Focal Conic Domain (TFCD), 54, 77, 101

Anchoring energy, 95

Confocal microscopy, 73

Elastic energy, 92

in HAN cells prepared with silicon oxide, 91

Tricritical point, 122

Tristable device, 109

Twist configuration, 110, 114, 116, 122

Free energy density, 114

Twist modulation, 116

Twisted Nematic cell

Appearance under microscope, 39

HTTN state, 130

Micropatterned surface, 128

Simulation, 140

UN state, 130

Two constant approximation, 129

Uniaxiality, 20

Uniform configuration, 122, 124

Uniform Nematic (UN) state, 130

Uniform to distorted transition, 120

V-shaped defects, see Defects

Viscosity, 20

Voxel, 43, 46

Walls, see Domain walls

X-Ray di!raction, 20, 43

Zenithal bistable display (ZBD), 107
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